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1. Introduction 
In RAN4#108bis RAN4 discussed the RAN4 impact with AI/ML in the air interface and way forward [1] was agreed. 
2. Discussion 
2.1 Post Deployment Testing 
Issue 1-9: Post Deployment Testing
When the underlying ML model of a configured and activated ML-enabled Functionality/Feature has been trained with a dataset representing mainly certain radio condition environment, then this ML-enabled Functionality/Feature may experience degraded performance if totally different radio channel conditions are met in the field [3].
Due to the diverse set of scenarios and different radio channel conditions it may not be practical to test and verify in RAN4 specified scenarios/configurations that the ML-enabled Functionality/Feature is satisfied across varying channel conditions. Training the ML model with a diverse dataset from the field could pose a challenge in the collection of the dataset. Training the ML model with a diverse dataset generated by statistical models (like TR 38.901) would be risky since the generalization to the data experienced in the field would be challenging.  
When a machine learning-powered function or feature operates in new and untested radio environments, it is critical to prevent any sustained decline in performance over time. This decline should not affect the user equipment (UE) performance or the overall network (NW) system performance. The UE or NW should have the capability, primarily through implementation-specific algorithms, to promptly recognize and manage such conditions. This management might involve adapting the underlying machine learning model or reverting to established legacy functionality. 
To preclude the performance degradation when the AI/ML model is outdated during the new unseen radio conditions, the model monitoring metric will enable the NW to revert the ML-enabled Functionality/Feature back to legacy [2]. Subsequently, the AI/ML model can be updated/fine-tuned with the collection of online data from the new radio environment. The newly collected data could be used to fine tune the model. The updated AI/ML model uses a validation procedure before it gets re-employed, e.g. by employing a calibration loop in which monitoring metrics are re-computed and sent to the NW. The NW subsequently could re-activate the update AI/ML functionality. For updating the AI/ML model we can consider using transfer learning techniques that leverage the knowledge gained from training data (generated by channel models) and fine-tune AI/ML models with smaller amounts of real-world data. The model update could take place inside the UE or NW (no model transfer), or it could take place in another separate entity and the updated AI/ML model could be transferred to UE or NW.
We suggest defining tests that dynamically switch from one environment that the AI/ML guarantees the required performance to a new environment where the degraded performance is captured by the model monitoring procedures and a new model update/finetuning takes places based on new dataset that characterizes the new environment.  

Proposal 1: The post deployment testing should be based on the model monitoring framework  

Proposal 2: Based on status RAN1 study on model monitoring in Rel 18, the post deployment testing feasibility study should be postponed to Rel 19 as a part of a study phase. Feasibility study shall include the discussion of defining requirements to ensure the accuracy of reporting reliability metrics is consistent among different UEs to allow the NW to manage the AI functionality.  

Proposal 3: If the feasibility is confirmed, RAN4 could further define a testing framework to enable model monitoring, performance degradation validation

To guarantee a reliable evaluation of the AI/ML performance through the monitoring procedure, we need to know how accurately the measurement reports of the model monitoring metric are close to the ground truth. The reported metric should be an abstraction of the truth performance. 

Further study will be needed to investigate the establishment of a RAN4 requirement test for evaluating UE performance and reliability metrics. The potential utility of such metrics in aiding the network in managing AI functionality is significant. To take advantage of these metrics we need to guarantee (through a RAN4 requirement test) the consistency of the performance metrics reported across various UE. 

4. Conclusion
In this paper, we provide our views on issues related to general aspects for AI/ML. We also provide our views on the options for test decoder/encoder. Our observations and proposals are captured below:
Proposal 1: The post deployment testing should be based on the model monitoring framework  

Proposal 2: Based on status RAN1 study on model monitoring in Rel 18, the post deployment testing feasibility study should be postponed to Rel 19 as a part of a study phase. Feasibility study shall include the discussion of defining requirements to ensure the accuracy of reporting reliability metrics is consistent among different UEs to allow the NW to manage the AI functionality.  

Proposal 3: If the feasibility is confirmed, RAN4 could further define a testing framework to enable model monitoring, performance degradation validation
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