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1. Introduction
From RAN4#106-bis, RAN4 has intensively discussed AI/ML for NR air interface. Although RAN4 reached some consensuses, there are still many open items. The previous agreements and open items are summarized in [1]. This contribution proposes related to generalization aspects for RAN4 AI/ML study in Rel-18.
2. Discussion
2.1. Generalization goal and test handling
In previous meeting, RAN4 reached following agreements [1]:Issue 1-2: Generalization goals
Agreement: 
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations
· FFS on details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· FFS on what the minimum level performance for each identified scenario and/or configuration is
· FFS on what the significant degradation for other scenarios and/or configurations is

Issue 1-3: Handling of generalization in tests
Agreement: 
· Take the modified Option 1 as the baseline
· Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined.
· FFS on Option 2
· In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined

According to the RAN4#106bis-e WF [2], we already have following agreements:
· Defining AI/ML requirements
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· FFS how to define “legacy performance” (whether on meeting/exceeding existing RAN4 requirements, or a wider criterion taking into account generalization)
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods 
Based on these agreements, at least for the case with the existing legacy performance, the minimum level performance should be same as existing requirements. The applicability of each legacy performance test case for each identified AI/ML use case should be discussed in each use case discussion specifically.
Proposal 1: About generalization performance verification, the minimum level performance which has to be achieved/maintained under the identified scenario and/or configuration should be same as existing requirements if it is the use case with the existing legacy performance.
In order to define what is the significant degradation for other scenarios and/or configurations, two possible solutions can be considered. The first one is taking typical validation methods which are hold-out validation, K-fold cross validation, etc. Another one is taking the relative performance validation. If typical validation methods are used, the dataset for validation and performance metric should be specified in the spec. If relative performance validation is used, the validation test has to be done twice, one test with AI and one test without AI. If the objective use case can be operated without AI, the significant degradation can be defined as "lower than without AI performance".
Proposal 2: There are possibly two directions to define significant degradation for other scenarios and/or configurations:
· Taking typical validation methods which are hold-out validation, K-fold cross validation, etc
· The dataset for validation and performance metric should be specified in the spec
· Taking the relative performance validation
· If the objective use case can be operated without AI, the significant degradation can be defined as "lower than without AI performance"
3. Conclusion
In this contribution, we proposed our views on general aspects discussions for NR AI/ML.
Proposal 1: About generalization performance verification, the minimum level performance which has to be achieved/maintained under the identified scenario and/or configuration should be same as existing requirements if it is the use case with the existing legacy performance.
Proposal 2: There are possibly two directions to define significant degradation for other scenarios and/or configurations:
· Taking typical validation methods which are hold-out validation, K-fold cross validation, etc
· The dataset for validation and performance metric should be specified in the spec
· Taking the relative performance validation
· If the objective use case can be operated without AI, the significant degradation can be defined as "lower than without AI performance"
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