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Introduction
In RAN4#108bis meeting, issues related to interoperability and testing aspects were discussed and some agreements are captured in WF [1]. However, many issues still need to be discussed [2]. In this contribution, we present our viewpoints on some issues to facilitate discussions.
Discussion
Test encoder/decoder option 4
In lasting meeting, the option 4 for decoder source for two-sided model test was discussed and some agreements are achieved shown below with a few open issues for further study: 
	Issue 3-1: Test encoder/decoder option 4
Agreement: 
· Who builds the decoder? 
·  TE vendor should be able to develop the decoder just based on the specifications
· FFS what needs to be specified, RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance
· FFS how similar the performance has to be among possible implementations


Regarding the high level parameters that RAN4 should specify, some general metrics used in AI/ML algorithms to reflect processing capability can be considered, such as FLOPs and the number/size of parameters which assess the computation complexity and the memory required by AI/ML models respectively. Other parameters, including model structure and activation function may also need to be specified. 
Proposal 1: The following parameters may be specified for test decoder by RAN4:
· Model structure
· Activation function
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of parameters
· Others
The performances among possible TE implementations can be considered similar when the chosen metrics/KPIs are comparable. For example, it can be considered similar when throughput/SGCS/NMSE of different TE implementations is comparable with the value of difference being different for different metrics/KPIs. The specific value for different metrics/KPIs between possible implementations can be FFS in WI phase after metrics/ KPIs are stable.
Proposal 2: It is considered similar among possible implementations when the chosen metrics/KPIs are comparable. The specific values of difference between possible implementation can be FFS in WI phase after metrics/KPIs are stable.
Issue: Is there a standardized data set for this decoder?
Another open issue is whether or not to define a standardized data set for the RAN4 specified decoder. In our understanding, the data set will significantly affect the performance of AI/ML models, and the data set is usually for a specific scenario only. There probably will be number of data sets for different scenarios if RAN4 decides to define data set(s) for the specified decoder. Another problem is that new AI/ML algorithms/scenarios may be not able to achieve expected performance since the data set(s) is(are) out of date. Hence, we prefer not to define date set for the specified test decoder. The source of date can be UE/gNB vendors or depends on TE implementation. 
Proposal 3: RAN4 not to define a standardized data set for the specified test decoder.
Issue: Will decoder be shared with DUT vendors and infra vendors?
This issue is related to the confidentiality/IP problem. We think a well-trained decoder, no matter which side provides the training data, is not likely possible to be shared with DUT vendors and infra vendors in most of cases, since the training data may be confidential. However, if the decoder is trained with common data set or the DUT/TE vendors are willing to share the decoder, then we think it is fine to share the test decoder.
[bookmark: _GoBack]Proposal 4: In general, the decoder is not shared with DUT vendors and infra vendors due to confidentiality issue unless the decoder is trained with common data set or the DUT/TE vendors are willing to share it.
Conclusions
This paper discussed the general issues for interoperability and testing aspects of AI/ML models for air interface, and the following proposals are provided:
Proposal 1: The following parameters may be specified for test decoder by RAN4:
· Model structure
· Activation function
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of parameters
· Others
Proposal 2: It is considered similar among possible implementations when the chosen metrics/KPIs are comparable. The specific values of difference between possible implementation can be FFS in WI phase after metrics/KPIs are stable.
Proposal 3: RAN4 not to define a standardized data set for the specified test decoder. 
Proposal 4: In general, the decoder is not shared with DUT vendors and infra vendors due to confidentiality issue unless the decoder is trained with common data set or the DUT/TE vendors are willing to share it.
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