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1	Introduction
In last RAN4 meeting, the discussion of this topic mainly focused on elaboration of option 4 and comparison table [1][2]. In this contribution, we continue discussing:
· Remaining questions of option 4
· Comparison table of test decoder for 2-sided model
· Reference block diagram of 1-sided model
· Reference block diagram of 2-sided model
2	Discussion
2.1 Remaining questions of option 4
In last RAN4 meeting, following agreements had been achieved with two questions left for further discussion.
	Issue 3-1: Test encoder/decoder option 4
Agreement: 
· Who builds the decoder? 
·  TE vendor should be able to develop the decoder just based on the specifications 
· FFS what needs to be specified, RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance within the same bounds as with TE vendors
· FFS how similar the performance has to be among possible implementations

Companies are invited to bring further inputs for the following questions:
· Is there a standardized data set for this decoder? 
· Will decoder be shared with DUT vendors and infra vendors?



Regarding to the first FFS bullet in the agreements, we consider another basic principle could be clarified. In our understanding, the intention of option 4 is to draw a framework for test decoder design but keeping some free space for vendor implementation. The purpose of the framework is to guarantee the interoperability among models from different vendors. Thus, the future discussion on specified parameters of option 4 needs to ensure the test interoperability.
Proposal 1: If option 4 is adopted, test interoperability should be ensured with partially specified parameters.
Regarding to the first question, “Is there a standardized data set for this decoder?”. Firstly, we want to clarify that the standardized dataset is for training of the decoder. Recall the agreements made in RAN4 #106bis, which copied as following,
	Agreement:
· Dataset to be used for the device model training is left to implementation
· If a specific test for training is defined, RAN4 might have to introduce some conditions and/or accuracy requirements for the training dataset or training data generation


We should follow the previous agreement, there is no need to wholly specify a dataset and it may also be impossible to capture it into the spec. Nevertheless, we also have a thought that a partially standardized dataset would be beneficial for alignment and concentration when vendors doing training. We could specify some high-level parameters/assumptions for the dataset. The actually used data can be left to the vendor that implements the decoder. The vendor just needs to ensure the trained decoder could work under such dataset in the test (It does preclude the case that the vendor can train a model for multiple datasets), which belongs to performance verification process if any. 
Proposal 2: If option 4 is adopted, a partially standardized dataset for training of the test decoder could be considered. The content to be specified can be discussed in WI.
Regarding to the second question, “Will decoder be shared with DUT vendors and infra vendors?”. We see no need to mandate any sharing behavior in the test or specification. This could be up to the collaboration between TE vendor and other entities.
Observation 1: There is no need to mandate decoder sharing in the test or specification.

2.2 Comparison table of test decoder for 2-sided model
In last meeting, part of the comparison table has been agreed (highlighted in green). In this section, we provide our thoughts on left entries. 
Table 1 Views on different testing options for two-sided model
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	Up to decoder implementer (TE vendor). Alignment with UE/gNB vendors may be required.

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	No direct correspondence
	No direct correspondence
	FFS
	No direct correspondence

	Test decoder verification procedure at TE and/or DUT
	TE needs to verify the decoder runs properly.
	DUT and TE need to verify the decoder runs properly 
	Not needed
	Needed for DUT

	Feasibility of test decoder verification procedure
	Yes
	Not clear yet
	Not needed
	Yes

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	May not reflect the actual decoder implemented by gNB vendor
	Yes.
The alignment between TE and DUT needs FFS.
	May not reflect the actual decoder 
	May not reflect the actual decoder.

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Medium. TE needs to cope with multiple decoders from multiple UE vendors
	Medium. TE need to implement multiple decoders from different gNB vendors
	Low
	High. Model training should be supported by TE vendor.

	Specification Effort (e.g. test decoder)
	 Low
	 Low
	 High
	 High

	Confidentiality/IP issues
	Model exposure is required from UE to TE
	Model exposure is required from gNB to TE(or DUT?)
	 No
	Not necessarily required. This is up to the collaboration between TE vendor and DUT/infra vendor.

	Applicability to different scenarios/conditions/ configurations
	Yes
	Yes
	Conditional Yes.
	Yes.

	Complexity of actual testing procedure for the ecosystem
	Medium. Depend on the verification procedure between DUT and TE.
	High. Depend on the verification procedure between DUT and TE/gNB.
	Low
	Medium, Depend on the verification procedure between DUT and TE.



Proposal 3: Our views on different options of test decoder for 2-sided model are listed in the table 1.
2.3 Reference block diagram of 1-sided model
The reference block diagram of 1-sided model given in R4-2309317 are presented in figure 1.
[image: ]
Figure 1 reference block diagram of 1-sided model (R4-2309317)
Data collection: In our consideration, data collection for model inference and model monitoring should be reflected in the reference block diagram. In most cases using 1-sided model, model inference and monitoring are conducted both on DUT side, thus a data collection block is needed in DUT side. Regarding to TE side, there may also be a need of data collection, either for testing performance verification or model/functionality monitoring. The feasibility of later case requires further discussion. Overall, we think it is better to add data collection block to both DUT and TE side to make the diagram more inclusive.
AI/ML model control: Base on our understanding, the function of this block is similar as model/functionality select/switch/fallback/activation/deactivation on DUT side. Thus, we suggest to rename the block as “Model/Functionality LCM control” for alignment. Moreover, a two-way connection from this block to the counterpart on DUT side could be added to reflect verification of LCM procedure in the test.
Based on above analysis, we make some updates to the reference block diagram as shown in following figure.
Proposal 4: Updated reference block diagram of 1-sided model in Figure 2 could be considered.
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Figure 2 Updated reference block diagram of 1-sided model

2.4 Reference block diagram of 2-sided model
For 2-sided model, CSI compression is the only use case currently, so the discussion on reference block diagram could combine with the progress in other WGs on this case.
In RAN1 #112bis meeting, some agreements have been made on model monitoring for CSI compression, shown as follows:
	Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
· Case 3: others are not precluded



Based on the agreements, there are generally two methods of model monitoring for CSI compression. One is monitoring the performance on UE side with a proxy model to simulate the output of NW-part model. The other method is monitoring the performance on NW-side with the reporting of ground-truth CSI from UE. Which method to choose would be discussed in WI phase, so in current stage we suggest to have an inclusive diagram, in which the proxy model is incorporated as a part of model/functionality monitoring.
Proposal 5: Updated reference block diagram of 2-sided model in Figure 3 could be considered.
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Figure 3 Updated reference block diagram of 2-sided model
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Conclusion
In this contribution, some remaining issues on interoperability and testability are discussed with following observation and proposals:
Proposal 1: If option 4 is adopted, test interoperability should be ensured with partially specified parameters.
Proposal 2: If option 4 is adopted, a partially standardized dataset for training of the test decoder could be considered. The content needs to be specified can be discussed in WI.
Observation 1: There is no need to mandate decoder sharing in the test or specification.
Proposal 3: Our views on comparison table of test decoder for 2-sided model are listed in the table 1.
Proposal 4: Updated reference block diagram of 1-sided model in Figure 2 could be considered.
Proposal 5: Updated reference block diagram of 2-sided model in Figure 3 could be considered.
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