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1	Introduction
In last RAN4 meeting, a list of issues on general aspects have been discussed with following agreements being achieved [1].

	Issue 1-2: Generalization goals
Agreement: 
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations
· FFS on details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· FFS on what the minimum level performance for each identified scenario and/or configuration is
· FFS on what the significant degradation for other scenarios and/or configurations is

Issue 1-3: Handling of generalization in tests
Agreement: 
· Take the modified Option 1 as the baseline
· Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined.
· FFS on Option 2
· In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined



In this contribution, we would like to discuss following issues:
· Issue 1-4: Testing goals
· Issue 1-5: Latency requirements
· Issue 1-10: “Ground truth” in RAN4
2	Discussion
2.1 Testing goals
In last meeting, the following was proposed for this issue.
	Issue 1-4: Testing goals 
· Proposals
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 2a: The testing goal is to verify whether the minimum performance/performance gain of AI/ML model/functionality/feature can be achieved for a static or non-static(dynamic) scenario/configuration. 
· FFS how to define the static test scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS how to define the minimum performance target(s) (e.g., by defining AI/ML dedicated performance/core requirements associated with use cases)
· FFS how to define the non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2/2a depending on the test
· Option 4: others, please provide some concrete proposals
· Recommended WF
Option 3



Among all listed options, our preference is option 3. It is not necessary to further narrow down the testing goals to either option 1 or 2/2a in SI. As for the testing of LCM procedure (if specified), the testing goal should be to verify whether the air interface signaling and procedure is conducted properly. As for performance testing related to AI/ML model/functionality/feature, the testing goal would be to verify achievable performance or relative gain. How to incorporate option 1 or 2/2a for different testing cases could be left for WI phase with more conclusion from other WGs. 
Proposal 1: Support option 3 as the testing goals (issues 1-4) for AI/ML related testing.

2.2 Latency requirements
In last meeting, following options had been proposed for this issue:
	Issue 1-5:  Latency requirements
· Proposals
· Option 1: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
· Option 2: RAN4 should study latency requirements for data collection of model monitoring, at least for positioning and CSI compression use cases.
· Option 3: RAN4 shall define the latency requirements based on RAN2’s agreements and the MAX total latency requirements can be: [image: ]
· Option 4: Do not study latency requirements for training data collection, discuss latency requirements for any particular use case during WI as needed
· Option 5: Consider data collection latency requirements only for inference and monitoring
· Option 6: Other, please provide proposals



In RAN1 #114bis meeting, RAN1 has finalized the reply LS on Data Collection Requirements and Assumptions [2]. In the reply LS, typical latency requirements for training and monitoring are identified as relaxed and near-real-time, respectively, for all cases. Latency requirement for inference is identified as time-critical except for positioning. Based on the progress in RAN1/2, we think latency requirements of data collection for model inference and monitoring could be considered and further discussed per use case in WI.
Proposal 2: Latency requirements of data collection for model inference and monitoring could be considered per use case and further discussed in WI.
Besides latency requirement, accuracy requirement of data collection had also been discussed with following progress. 
	Issue 2-5:	Accuracy requirements for measurement data or label data
· Proposals
· Option 1: RAN4 should study the possibility of defining requirements for measurement data or labelled data
· Option 2: No need to do anything else other than existing requirements
· Option 3: Other options
Tentative agreement:
· If the data collection is specified, then the accuracy requirements 
· For measurement data or label data based on legacy procedures, the legacy requirements can be used as baseline and enhancement can be discussed per use case basis in WI stage.
· For new reporting or measurement, the requirements can be discussed per use case basis in WI stage.



We support the principle in tentative agreement and suggest to approve it in this meeting.
Proposal 3: Suggest to approve the tentative agreement in Issue 2-5 (Accuracy requirements for measurement data or label data). 
2.3 “Ground truth” in RAN4
In last meeting, following options had been proposed for this issue:
	Issue 1-10: “Ground truth” in RAN4
· Proposals
· Option 1: Ground truth is the UE measured “raw data” at the baseband – channel estimation output, RSRP measurement output, etc
· This is observed after part of the UE Rx processing chain
· Option 2: Ground truth is the input at the UE antenna ports – instantaneous channel at the UE antenna ports, instantaneous RSRP at the antenna port, etc
· Option 3: Discuss on a use case by use case basis
· Option 4: Others



Different use cases have different content and requirements for ground truth. For example, the ground truth of CSI compression is the channel information to be compressed, while the ground truth of direct positioning is the precise location information. In RAN1 evaluation, we can obtain any form of ground truth information as we want. However, the data used for training/testing in actual scenario is unlikely to have ground truth value in an absolute sense. Overall, ground truth in RAN4 is relevant to both AI/ML model output and what we could get in practice. Explicit definition of ground truth could be discussed further in WI after necessity being identified with consensus for each use case.
Proposal 4: Explicit definition of ground truth could be discussed further in WI after necessity being identified with consensus for each use case.
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Conclusion
In this contribution, we discuss some remaining issues on general aspects with following proposals:
Proposal 1: Support option 3 as the testing goals (issues 1-4) for AI/ML related testing.
Proposal 2: Latency requirements of data collection for model inference and monitoring could be considered per use case and further discussed in WI.
Proposal 3: Suggest to approve the tentative agreement in Issue 2-5 (Accuracy requirements for measurement data or label data). 
Proposal 4: Explicit definition of ground truth could be discussed further in WI after necessity being identified with consensus for each use case.
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