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Introduction
In RAN4#108bis meeting, RAN4 requirements for Rel-18 SI NR AI/ML has been discussed. Some agreements and open issues, e.g., AI/ML model generalization, test metrics for the AI/ML use cases, and interoperability and testing aspects on two-side model for AI/ML CSI compression sub use case, are captured in the approved WF [3] which may need further discussion. In this paper, we would like to share our view in the following.
Discussion
Generalization
In RAN4#108bis, AI/ML model generalization issues, e.g., generalization goal and generalization testing, have been discussed. Some agreements are captured in the following, but there are still some FFS needs to be determined. For generalization goal, it is agreed that AI/ML functionality/model performance can be verified under the identified scenarios and/or configurations, while the performance cannot be significantly degraded in other scenarios and/or configurations. For handling of generalization testing, it is agreed that signaling-based LCM procedures should be excluded during generalization tests, and TE should configure the same specified UE configurations, e.g., functionality and/or model ID if defined, for testing under different test cases, e.g., environment differs in each test but not changing dynamically during the test.
	2.1.1  Agreements in main session:
Issue 1-2: Generalization goals
Agreement: 
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations
· FFS on details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· FFS on what the minimum level performance for each identified scenario and/or configuration is
· FFS on what the significant degradation for other scenarios and/or configurations is
Issue 1-3: Handling of generalization in tests
Agreement: 
· Take the modified Option 1 as the baseline
· Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined.
· FFS on Option 2


In general, it is beneficial for the AI/ML functionality/model to handle as many scenarios and/or configurations as possible. However, due to constraint of modern AI/ML technology, the more generalization capability which AI/ML functionality/model would have, the more AI/ML functionality/model performance degradation would be caused. In our understanding, it is reasonable that the test cases should be defined to evaluate generalization capability for a given AI/ML functionality/model. In RAN4#108bis WF, it is agreed to verify AI/ML functionality/model generalization performance for by first testing under the identified scenarios and/or configurations and then check whether the performance would be degraded significantly in other scenarios and/or configurations. There are some details, e.g., how to determine identified and other scenarios and/or configurations, how to determine minimum performance for each identified scenarios and/or configurations, how to determine significant degradation for other scenarios and/or configurations, which needs further discussion.
In our view, it may be hard to determine the rule to differentiate identified scenarios and/or configurations from other scenarios and/or configurations in SI stage. However, we think that the relative relaxation to the legacy requirement can be applied to minimum performance for the identified scenarios and/or configurations and to significant degradation for other scenarios and/or configurations. For example, if the throughput is configured as the test metric and 95% max throughput is defined for legacy requirement of identified scenarios and/or configurations, 95% - X% could be determined as the minimum performance for AI/ML functionality/model in identified scenarios and/or configurations, and 95% - Y% could be determined as the significant degradation for AI/ML functionality/model in other scenarios and/or configurations, with the constraint that X < Y. 
Proposal 1: Use the relative relaxation to legacy requirement to determine minimum performance for AI/ML functionality/model in identified scenarios and/or configurations and to significant degradation for AI/ML functionality/model in other scenarios and/or configurations.
From generalization testing perspective, it is agreed to use modified option 1 that signaling-based LCM procedures should be excluded during generalization tests, and TE should configure the same specified UE configurations, e.g., functionality and/or model ID if defined, for testing under different test cases, e.g., environment differs in each test but not changing dynamically during the test. In other words, the modified option 1 would be that the generalization test is verified by the many legacy test cases with different propagation conditions, but the option 2 is that the generalization test is verified by the one new test case with different propagation conditions dynamically changing during the test. In our view, it is more reasonable to reuse the legacy test cases for generalization testing than to define a new test case with dynamically changing propagation conditions which may highly increase work loading in RAN4. Hence, we propose to deprioritize the generalization testing discussion on option 2, e.g., dynamically changing propagation conditions in one test case. 
Proposal 2: Deprioritize the generalization testing discussion on dynamically changing propagation conditions in one test case.
Metrics for CSI requirements 
Regarding the AI/ML metrics for CSI enhancement, three proposed options for CSI testing metrics are discussed in the online discussion, and option 1 to use throughput/relative throughput is agreed again as the baseline. The CSI prediction accuracy for the test metric is proposed as option 3, it is agreed that option 3 may need further discussion on the feasibility in WI phase. In addition, whether to determine the monitoring metrics for CSI requirements needs further discussion.
	2.2.1  Agreements in main session:
Issue 2-1: Metrics/KPIs for CSI requirements/tests
· Proposals
· Option 1: Throughput/relative throughput
· Option 2: SGCS, NMSE
· Option 3: CSI prediction accuracy
Agreement:
· For Metrics/KPIs for CSI requirements/tests, use Option 1 as baseline
· For Option 3, further discuss the feasibility to define the CSI prediction accuracy in the WI phase.
· FFS for monitoring metrics


For CSI prediction with one-side model at the UE side, CSI prediction accuracy is proposed as the test metrics to evaluate AI/ML functionality/model inference performance. In our view, it is not very clear about how to calculate CSI prediction accuracy. If the intermediate-KPI, e.g., SGCS, NMSE, is applied to CSI prediction accuracy, it seems to be no difference between option 2 and option 3. Furthermore, from testing perspective, if AI/ML model is at the UE side, it is hard for TE to know what exactly the ground-truth and inference result for CSI prediction would be unless the UE reports the ground-truth and inference result to the TE. Considering to define the signaling for the UE to reports the ground-truth and inference may highly increase work loading in RAN4, we propose to deprioritize CSI prediction accuracy as the test metrics to evaluate AI/ML functionality/model inference performance for AI/ML CSI feedback enhancement use cases.
Proposal 3: Deprioritize CSI prediction accuracy as the test metric to evaluate AI/ML functionality/model inference performance for AI/ML CSI feedback enhancement use cases.
In general, there are two sub use cases for CSI feedback enhancement, e.g., time-domain CSI prediction with one-side AI/ML model and spatial-frequency domain CSI compression with two-side AI/ML model. In the previous meeting, throughput/relative throughput or intermediate-KPI, e.g., SGCS or NMSE, are proposed as two possible options to evaluate AI/ML model inference performance. As for AI/ML functionality/model monitoring, whether to use the same metrics as AI/ML functionality/model inference has not been determined. In our view, according to some RAN1 simulations, it is observed that some intermediate KPIs are not stable when the DL transmission rank is larger than one. Hence, it would be more reliable to determine AI/ML functionality/model in failure status if both throughput/relative throughput and intermediate-KPI are determined in failure status. So we propose to use both throughput/relative throughput and intermediate-KPI as the metric for AI/ML functionality/model monitoring.
Proposal 4: For AI/ML functionality/model monitoring for CSI feedback enhancement use cases, it is proposed to use both throughput/relative throughput and intermediate-KPI as the performance monitoring metric.
Interoperability and Testing Aspects
Regarding interoperability and testing aspects, the main issue would be how test decoder can be provided for two-side AI/ML model testing on AI/ML CSI compression sub use cases. There are still four options which are discussed in this meeting, e.g., option 1 is the reference decoder provided by DUT vendor, and option 2 is the reference decoder provided by the decoder vendor, option 3 is proposed to specify the full reference decoder in RAN4 specification, and option 4 is proposed to specify the partial reference decoder in RAN4 specification. In RAN4#108bis, the most discussion for test encoder/decoder is concentrated on option 4. In WF, it is agreed that TE vendor should be able to develop the decoder for option 4 just based on the specification. It is also agreed that test repeatability should be ensured where other vendors should also be able to develop such a decoder and which can also deliver similar performance. However, it is still not very clear about how to determine some high-level parameters for the decoder and how similar performance is guaranteed among different TE vendors.
	2.3.1 Agreements in ad-hoc session
Issue 3-1: Test encoder/decoder option 4
Agreement: 
· Who builds the decoder? 
·  TE vendor should be able to develop  the decoder just based on the specifications 
· FFS what needs to be specified, RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance within the same bounds as with TE vendors
· FFS how similar the performance has to be among possible implementations
Companies are invited to bring further inputs for the following questions:
· Is there a standardized data set for this decoder? 
· Will decoder be shared with DUT vendors and infra vendors?


From AI/ML model training perspective for two-side model, for a given training dataset, the optimal performance may be achieved by training both encoder and decoder together because the encoder and decoder parameters can be adjusted to minimize the performance loss between AI/ML model input and AI/ML model output. If the decoder is specified in advance for a given training dataset, only the encoder will be trained by adjusting the encoder parameters to minimize the performance loss between AI/ML model input and AI/ML model output, where AI/ML model inference performance might have some possibility not to be optimal because of not full join-training on the parameters for encoder-decoder pair. 
In WF, option 4 is proposed to specify some high-level parameters for the test decoder and the details for high-level parameters needs further discussion. In our view, it is still not very clear about how to specify the test decoder after several meetings discussion. The first thing may be to specify a standardized dataset for test decoder training but it could be controversial whether to include field data into consideration. If the dataset is only derived from TR38.901, it is pointed out by some companies that the training data may not be close to real environment and AI/ML functionality/model may be declared in failure status frequently after AI/ML functionality/model deployment. In addition, whether to share decoder with DUT vendor may be related to proprietary information. It could be some possibility that TE vendor might not be interested in sharing test decoder. In other way, from AI/ML model testing perspective, if DUT pass the option 4 test case, it is still not very clear about whether DUT should be further tested in Option 1 or Option 2 to guarantee the inference performance for all UE supported AI/ML functionality/model. Considering lots of controversial issues which need to be solved for option 4, RAN4 work loading may be highly increased. Hence, for test encoder/decoder at two-side model testing, we propose to prioritize option 1/option 2/option 3 and deprioritize option 4.
Proposal 5: For test encoder/decoder at two-side model testing, prioritize option 1/option 2/option 3 and deprioritize option 4.
Conclusion
The proposals in this contribution are summarized in the following.
Proposal 1: Use the relative relaxation to legacy requirement to determine minimum performance for AI/ML functionality/model in identified scenarios and/or configurations and to significant degradation for AI/ML functionality/model in other scenarios and/or configurations.
Proposal 2: Deprioritize the generalization testing discussion on dynamically changing propagation conditions in one test case.
Proposal 3: Deprioritize CSI prediction accuracy as the test metric to evaluate AI/ML functionality/model inference performance for AI/ML CSI feedback enhancement use cases.
Proposal 4: For AI/ML functionality/model monitoring for CSI feedback enhancement use cases, it is proposed to use both throughput/relative throughput and intermediate-KPI as the performance monitoring metric.
Proposal 5: For test encoder/decoder at two-side model testing, prioritize option 1/option 2/option 3 and deprioritize option 4.
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