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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
At RAN4 #106bis-e [1], a new WF on AI/ML RAN4 studies has been achieved. 
At RAN4 #107 [2], #108 [3] and #108bis-e [4], some potential test metrics related to interoperability and testability are studied. 
In this paper, we continue discussing the remaining issues.

2. Discussion
2.1 2-sided framework
	RAN4 #108bis WF:
Table with comparison of different testing options for two-sided CSI feedback  
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	 
	 
	 
	 

	Test decoder verification procedure at TE and/or DUT
	 
	 
	 
	 

	Feasibility of test decoder verification procedure
	
	
	
	

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	 
	 
	 
	 

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 
	 
	 
	 

	Specification Effort (e.g. test decoder)
	 
	 
	 
	 

	Confidentiality/IP issues
	 
	 
	 
	 

	Applicability to different scenarios/conditions/ configurations
	 
	 
	 
	 

	Complexity of actual testing procedure for the ecosystem
	
	
	
	


Note: training data should be consistent with the collaboration procedure


[bookmark: _Toc100742785]As discussed in our companion contribution [5], how to test the UE-side model depends on the method of model transfer/delivery mechanism specified by RAN1/2. See the following table from [4]. 
	
	Testing goal 1: verify that the model is properly conducted
	Testing goal 2: verify the performance of the model

	Case a: Model under test is transferred from the opposite side with air-interface signaling
	√
	-

	Case b: Model under test is delivered w/o air interface signaling 
	-
	√


In the above table, we notice that it is waiting for RAN1/2 to study whether to specify model transfer with air interface signaling or not. And whether it is testable or not for selected testing goal needs a separate discussion.
In the following, the analysis for the aspect listed in the table is provided, taking account of different model transfer/delivery mechanism.
· Source of test decoder training data
· It is noticed that there is still no consensus on training data exchange over air interface signaling in RAN1/2. If there is no specified signaling/procedure for training data exchange in WI stage, then the source of decoder training data is spec transparent for options 1 and 2. Determining the source of decoder training data is out of RAN4 scope.
· However, for options 3 and 4, since the test model is specified or partially specified in RAN4 spec, then the training data is also needed to be captured in RAN4 spec.
· DUT vendor knowledge of the test decoder
· For options 1 and 3, it is obvious that the DUT has a full knowledge of the test decoder.
· For option 2, if the test decoder is not specified to be transferred from TE to DUT via dedicated signaling, then there is no way to identify that the DUT knows or not knows the test decoder.  It is noticed that until now, there is no consensus on nominal decoder transfer (for UE-side model training) over the air interface in RAN1/2. Therefore, if during test, the test decoder is transferred from gNB vendor or TE, then it may be a signaling introduced only for testing.
· For option 4, the RAN4 specified part is known at DUT. However, the RAN4 unspecified part may and may not be known at DUT. It depends on which entity provides the unspecified part, if DUT, then yes. Otherwise, it is out of RAN4 scope.
· Test decoder verification procedure at TE and/or DUT
· For all options, the verification of test decoder is needed. Even for RAN4 specified test decoder, different TE implementations may result in totally different model performance. We noticed that from the open format AI model to the run-time binary image, a sequence of optimization operations is required in order to fit with the target device’s software environment and hardware environment. This is totally different from RAN4 legacy test.
Proposal 1: Table for description of 2-sided model testing options.
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of test decoder training data
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type between DUT and decoder provider 
(source of training data should be consistent with the collaboration type)
	Transparent to RAN4 spec, no spec to ensure that it’s supportive 
	Transparent to RAN4 spec, no spec to ensure that it’s supportive
	Transparent to RAN4 spec, no spec to ensure that it’s supportive.
Note: Maybe supportive only if qualified training dataset is also specified  
	Transparent to RAN4 spec, no spec to ensure that it’s supportive.
Note: Maybe supportive only if qualified training dataset is also specified  

	Test decoder verification procedure at TE and/or DUT
	Need
	Need
	Need
	Need

	Feasibility of test decoder verification procedure
	No consensus
	No consensus
	No consensus
	No consensus

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	It depends on training dataset
	It depends on training dataset
	It depends on training dataset
	It depends on training dataset

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	It depends on the total number of the test model 
	It depends on the total number of the test model 
	It depends on the total number of the test model 
	It depends on the total number of the test model 

	Specification Effort (e.g. test decoder)
	· Procedure for verifying the decoder 
	· Procedure for verifying the decoder 
	· Align on assumptions for both for model structure and for model parameters
· It also depends on whether model structure per use case or per configuration/scenario, and whether model parameters per configuration/scenario
	Depend on which part of the test decoder is specified and which entity provides the unspecified part

	Confidentiality/IP issues
	YES (if model exchange between TE vendor and UE vendor)
	YES (if model exchange between TE vendor and NW vendor)
	NO 
	NO 

	Applicability to different scenarios/conditions/ configurations
	
	
	
	

	Complexity of actual testing procedure for the ecosystem
	
	
	
	



2.2 Interoperability aspects
The interoperability should be considered if the model outputs have an impact on the other side, or the other side is involved in model management. For example, for direct AI/ML positioning using UE-side model, there is no interoperability involved. For another example, in AI/ML CSI feedback enhancement, the core requirements of latency/interruption due to model switching at UE as indicated by NW may be needed. 
Proposal 2: The interoperability is verified via core requirements and performance requirements.

3. Conclusions
Proposal 1: Table for description of 2-sided model testing options.
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of test decoder training data
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type between DUT and decoder provider 
 (source of training data should be consistent with the collaboration type)
	· Transparent to RAN4 spec, no spec to ensure that it’s supportive 
	· Transparent to RAN4 spec, no spec to ensure that it’s supportive
	Transparent to RAN4 spec, no spec to ensure that it’s supportive.
Note: Maybe supportive only if qualified training dataset is also specified  
	Transparent to RAN4 spec, no spec to ensure that it’s supportive.
Note: Maybe supportive only if qualified training dataset is also specified  

	Test decoder verification procedure at TE and/or DUT
	Need
	Need
	Need
	Need

	Feasibility of test decoder verification procedure
	No consensus
	No consensus
	No consensus
	No consensus

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	It depends on training dataset
	It depends on training dataset
	It depends on training dataset
	It depends on training dataset

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	It depends on the total number of the test model 
	It depends on the total number of the test model 
	It depends on the total number of the test model 
	It depends on the total number of the test model 

	Specification Effort (e.g. test decoder)
	· Procedure for verifying the decoder 
	· Procedure for verifying the decoder 
	· Align on assumptions for both for model structure and for model parameters
· It also depends on whether model structure per use case or per configuration/scenario, and whether model parameters per configuration/scenario
	Depend on which part of the test decoder is specified and which entity provides the unspecified part

	Confidentiality/IP issues
	YES (if model exchange between TE vendor and UE vendor)
	YES (if model exchange between TE vendor and NW vendor)
	NO 
	NO 

	Applicability to different scenarios/conditions/ configurations
	
	
	
	

	Complexity of actual testing procedure for the ecosystem
	
	
	
	


Proposal 2: The interoperability is verified via core requirements and performance requirements.
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