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1	Introduction
During RAN4#108bis there was extensive discussion on 2-sided CSI testing. Four options for creating a test decoder were described, of which the fourth option was elaborated during the meeting. An elaboration of different implications of the methods was commenced, although not completed.
[bookmark: _Ref178064866]2	Discussion
2.1	Two-sided CSI testing
For two-sided CSI testing, a test decoder is required for the TE side. When considering how the test decoder is created, it is important to bear in mind that the testing needs to be repeatable across different TE. Furthermore, it is necessary that network vendors have sufficient information that decoders for the gNB can be created that can be expected to have the same level of performance as observed by the TE during the testing. In practice, this means that the gNB decoder will need to be pretty similar to the test decoders.
Prior to the start of RAN4#108bis, four options for the source of the test decoder where identified. The first three options were relatively clearly defined:
· The DUT/UE vendor provides the test decoder
· Network vendors provide the test decoder
· The test decoder is fully standardized in the RAN4 specifications.

A fourth option, partial standardization of the decoder was elaborated during the meeting. In our understanding, the fourth option is as follows:
· The decoder is not standardized
· However, enough information is standardized such that a TE vendor (or network vendor) can take the specification and train/create a decoder. 
· An encoder that can pass on one TE will be able to pass on other TE (if the decoder is correctly trained according to the information in the specification) and provide corresponding performance with a gNB whose decoder is trained in the same manner.

If this option is followed, then there is no need to pass a decoder between vendors and it is possible for each vendor to design their own decoder based on the specification. A number of questions remain unanswered on the feasibility of this option 4, including:
· Whether it is really possible to capture sufficient information in the specification that decoders can be trained that enable repeatable testing in a reliable manner
· What information would need to be captured in the specification
· Whether the information in the specification and decoders trained based on it would be sufficient to achieve reliable performance in all deployment scenarios
· Whether training data or at least parameters of training data need to be captured
· Whether there would be any dependency between the specified data and decoder structure and complexity

These questions all need to be answered in order to conclude on the feasibility of this option, and it is far from clear at the current stage that the option is feasible. To gain a first insight in what option 4 may entail, we note that what RAN1 is calling training collaboration type 3 has a tendency in this direction. Specifically, what is called UE first separate training. For UE first type 3 training, a first vendor is training an autoencoder in a first stage. At a second stage the first vendor shares a dataset with a second vendor. The dataset shared typically contains pairs of encoder output (quantized as in a CSI report, or not) and target CSI (typically first decoder’s output). In a third stage, the second vendor should be able to train a decoder that matches the first vendor’s encoder. If the entire dataset shared in stage 2 was captured in a specification, e.g., by RAN4, then one could imagine this as option 4. However, there are multiple complications. First, the evaluations in the draft TR [1] are not precise enough to give guidance to whether this is possible to utilize such technique in the RAN4 discussion and the evaluations remaining to give affirmative answers to the above questions are huge. In the TR, RAN1 observes some deterioration in performance between the originally trained model and the type-3 trained model, and it is unclear what that means for reliable repeatability of a test as well as if it is sufficient to guarantee reliable performance. Moreover, this performance loss is somewhat bigger if the backbones (general architectures e.g., fully connected, CNN, Transformer) are different compared to if they are the same. Thus, it is also uncertain how large the actual flexibility is for training different decoders (both TE vendor and infra vendor). Last, it remains to be understood how such a dataset should be generated, whether it is in RAN1 or RAN4. Specifically,
· The source of the original training data needs to be determined. However, the TR [1] only captures results based on 3GPP statistical channel models, and there are no conclusions on how well these represent real-world measurements. Hence, there is no answer to how or what needs to be captured to achieve reliable performance in all deployment scenarios. Moreover, measurement data is proprietary, and it is unclear how, and even if it is desirable, to share such data within 3GPP.
· In the TR [1], RAN1 observes even greater deterioration, in some case catastrophic deterioration, if the dataset for training a decoder comes from multiple trained encoders. Thus, to generate a high-quality dataset, then RAN1 (or RAN4) may need to agree on some trained AI/ML model, e.g., through federated learning. However, the gains over option 3 is then questionable as there would then be an agreed model in 3GPP.
However, for the purpose of evaluation of the impacts of the different methods it will be assumed in the following analysis that the option 4 as outlined above is indeed feasible. Although it may not be. Nevertheless, based on this assumption, input on the table provided by the moderator is added below (agreements captured in RAN4#108bis are highlighted in green)

	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
Ericsson comment: Co-ordination with the encoder vendor to some extent is presumably required in order that the encoder vendor knows what to train against to pass the test. This may be via apps to the model rather than the model itself.
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	Not needed, decoder can be trained based on the information in the specification by all parties.

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification
Ericsson comment: The DUT vendor could also train a decoder based on the specification and then train an encoder against it. Thus, the DUT vendor has sufficient knowledge to design an encoder that can pass the test.

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type)
	See text below.

For UE and TE vendor: Any training type

For UE and gNB vendor: Depends on collaboration
	See text below.

For network and TE vendor: Any type possible.

For network and UE vendor: Depends on collaboration
	See text below
No training as standardized. 
During the standardization process, all types of training could be used to create the decoder to be standardized.
	See text below
The training methods will depend on exactly what is standardized.

	Test decoder performance verification procedure at TE and/or DUT
	There may be a need to verify the performance of the compiled decoder on the TE hardware.
	There is a need to verify that the decoder performance enables a good encoder to pass requirements (considering the decoder compiled on the TE hardware)
	There may be a need to verify the performance of the compiled decoder on the TE hardware.
	There is a need to verify that the trained decoder will provide reasonable performance.

	Feasibility of test decoder verification procedure
	The verification procedure requires a test encoder. It is not entirely clear if this can be the encoder supplied by the UE vendor.
	The verification procedure requires a test encoder. One possibility is for the network vendor to supply such an encoder, but FFS whether this demonstrates proper decoder performance.
	A test encoder could be specified for ensuring the decoder compiling.
	A test encoder could be specified for ensuring the decoder training.

	Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
	Not clear what this means. Presumably one test per configuration.
	Not clear what this means. Presumably one test per configuration.
	Not clear what this means. Presumably one test per configuration.
	Not clear what this means. Presumably one test per configuration.

	

	Reflection on the real deployment (knowledge of model, training type, etc.)
	Not clear if the training set for the data is sufficient, but conformance tests should establish this. 
Not guaranteed the gNB decoder can match the test decoder, especially if multiple UE vendors produce multiple test decoders.
	Not clear if the decoder training set is sufficient; possibly decoder verification could ensure this. However, the training set can be matched to the real network conditions by the vendor.
The encoder can be matched to the decoder in the real environment if the gNB uses the same decoder as passed to the TE. However, UEs may need to support multiple encoders for multiple vendors.
	Good match to the real world as long as the standardized decoder is good enough.
	Good match to the real world as long as the standardized parameters are good enough. No problems matching encoder/decoder since all parties can create a decoder from the specification with repeatable performance.

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	No need for TE training.  The limits on complexity may need to be captured in the specification.
	No need for TE training. The limits on complexity may need to be captured in the specification.
	No need for TE training. The standardization process needs to consider reasonable limits on TE complexity.
	The TE needs to train based on the specified information.

	Specification Effort (e.g. test decoder)
	No need to standardize test decoder, but some data relating to e.g. complexity limits may need to be standardized.
	No need to standardize test decoder, but some data relating to e.g. complexity limits may need to be standardized.
	Very high standardization effort needed to standardize test decoder.
	Probably very high standardization effort needed to capture enough data for training decoders with repeatable results. Model structure may need to be standardized. Identifying the relevant information and ensuring robustness probably leads to even more standardization complexity than option 3.

	Confidentiality/ IP issues
	UE vendor needs to disclose decoder at least to TE vendor, probably also in some way to network vendors.
	Network vendor needs to disclose decoder at least to TE vendor, probably also in some way to UE vendors.
	No issues as the decoder is specified.
	No issues as the decoder is trained based on the specification.

	Applicability to different scenarios/conditions/ configurations
	Specifying a wide enough set of test scenarios should ensure that the encoder functions across sufficient scenarios. This is part of the “generalization” discussion.
	Specifying a wide enough set of test scenarios should ensure that the encoder functions across sufficient scenarios. This is part of the “generalization” discussion.
	Specifying a wide enough set of test scenarios should ensure that the encoder functions across sufficient scenarios. This is part of the “generalization” discussion.
	Specifying a wide enough set of test scenarios should ensure that the encoder functions across sufficient scenarios. This is part of the “generalization” discussion.

	Complexity of actual testing procedure for the ecosystem
	Very high complexity, as there will be a need to match decoder assumptions and encoders in the network and run a large number of decoders in parallel at the gNB.
	Very high complexity, as there will be a need to train and test UEs against multiple decoders and to match encoders with decoder assumptions in the field.
	Low since the decoder is based on the specification and known to all parties; little effort needed.
	As long as performance is repeatable across trained decoders based on the specification then low. All parties can create a decoder and little need for pairing in the field.

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	Probably not flexible, as encoder updates would need a new test decoder, and would need the network to be aware of the encoder update, deploy appropriate decoders and match correctly decoders with updated encoders.
	Probably not flexible, as encoder updates would require the network vendor to provide new decoders for testing, and there would be a need to correctly match decoders and updated encoders in the field.
	There is flexibility to introduce new standardized decoders in each release of the specification, although this might need significant standardization time.
	There is flexibility to update the specification, although this might need significant standardization time.

	Relationship with reference decoder/encoder for defining requirement
	No direct relationship, but possibly the UE vendor would need to make the decoder they provide similar to the reference decoder.
Moreover, the gNB will need to run model switching in live operations, or the NW vendor will need to train a joint model based on multiple test decoder. The latter implies that the deployed decoder may deviate from the test decoder(s) to the point where the test(s) are not accurately capturing expected behavior in the field.
(Not needed if performance does not vary much across encoder/decoder pairs though)
	No direct relationship, but possibly the network vendor would need to make the decoder they provide similar to the reference decoder. (Not needed if performance does not vary much across encoder/decoder pairs though)
	The reference decoder and standardized decoder should probably be the same.
	The reference decoder should be trained based on the specification.

	Whether model transfer/delivery is needed during the test procedure
	Yes, from the UE vendor to the TE. This may be outside of 3GPP standards though.
	Yes, from the network vendor to the TE. This may be outside of 3GPP standards though.
	No
	No

	Possibility to use testing as a basis for model pairing during inference.
	Challenge.
When the DUT vendor supplies as test decoder to a TE vendor, the decoder may come with an associated ID. However, It may be unclear to the NW what the ID means since the NW vendor does not necessarily know the test decoder the UE is tested against. If the UE vendor supplies the test decoder, in some way, to the NW, then the gNB may need to switch model in live operation or the NW vendor needs to train a joint model, at which point it is unclear if the original test decoder ID is relevant as a pairing ID.
	Possible.
When the infra vendor supplies as test decoder to a TE vendor, the decoder may come with an associated ID. The UE can report the associated ID of the test decoder(s) is has passed tests with. The NW will then recognize which one of those is compatible with the decoder run at the gNB and configure the UE with the corresponding pairing ID. There may exist the risk of some AI capable UEs not having been trained at with a network vendor, and then the AI functionality cannot be supported.
	Possible.
In the case of multiple standardized decoders, model pairing can be based on what specified decoder the encoder (UE) has passed tests against, e.g., explicit signaling of IDs for those standardized decoders. There could be some minimum set of mandatory decoders for an AI capable UE to support.
	Possible, as long as the standardized parameters are good enough.
In the case of multiple sets of standardized parameters, and assuming that the standardized parameters are good enough, then  model pairing can be based on what standardized parameters the test decoder the encoder (UE) has passed tests against, e.g., explicit signaling of IDs for those standardized parameters used to train the test decoder. There could be some minimum set of mandatory decoders for an AI capable UE to support.




















Training types
There is not a strong link between the test decoder source and the available training types. The training type depends more on the collaboration between UE and network vendor.
It is important to differentiate between two phases of training. One is how the TE decoder is trained, whereas the second is how the gNB decoder used in real life is trained.
For option 1 (DUT vendor provides decoder), the decoder is already trained by the DUT/UE vendor when provided to the TE. The UE vendor can use any training method to develop the decoder, since they are responsible for creating both the decoder and the encoder. For training of the gNB decoder, the training type depends on the level of collaboration between the UE vendor and the network vendor. If the UE vendor provides the decoder to the gNB vendor, then any training type is feasible. If the NW vendor trains the decoder, then there is a need to be able to train a decoder that will work with the encoder. Most likely this would require type 3 UE first training. Possibly type 3 NW first training could be used if, following training of the encoder the UE vendor would themselves train a decoder to pass to the TE vendor. Type 1 training could also be possible if the NW vendor would train both encoder and decoder and pass both to the UE vendor (who would subsequently pass the decoder to the TE).

For option 2 (Network vendor provides decoder), the decoder is trained by the network vendor when provided to the TE. For providing a decoder to the TE, the network vendor may use any of the training methods (the network vendor will also need to create an encoder as part of the process). For training the UE encoder, the training options depend on the collaboration between the network vendor and the UE vendor. If the network vendor simply supplies an encoder to the UE vendor then any of the training options are valid. Alternatively, the UE vendor could train both encoder and decoder and pass the decoder to the network vendor, who also passes it to the TE vendor; in this case any training option may be used. If the UE trains the UE encoder and the network the decoder then type 3 training may be used.
2.2 Positioning
RAN1#114 concluded its study on AI/ML for positioning use case. During the SI, RAN1 evaluated potential gain AI/ML can bring to enhance positioning accuracy in InF-DH scenario. RAN1 evaluation was mainly driven to understand if AI/ML model based positioning can outperform legacy NR positioning method in terms of achievable positioning accuracy in the considered scenario and to also investigate the generalization capability of the AI/ML models for positioning.
RAN4 has identified the following KPIs/metrics for positioning use case:
· Option 1: ground truth vs. reported location
· Option 2: CIR/PDP, channel estimation accuracy
· Option 3: ToA, RSTD and RSRP, and RSRPP
· Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above

Positioning accuracy: ground truth vs. reported should not be considered as one of the KPIs for performance requirement discussion. Defining positioning accuracy requirement to be met in a wider set of scenarios is not feasible and RAN4 should only aim at setting performance requirements that can be generalized to a wider set of scenarios.

[bookmark: _Toc146618178][bookmark: _Toc149912578]RAN4 to not consider positioning accuracy: ground truth vs. reported as one of the positioning KPIs/metrics for positioning use case. 

LoS/NLoS indication on the other hand can be used together with other measurements to enhance achievable positioning accuracy. Defining accuracy requirement for such an indicator is, however, not trivial. RAN4 should, therefore, evaluate feasibility before defining accuracy requirement for LoS/NLoS indication. It shall be noted that for the LoS/NLoS indication defined in the existing specifications, there is no RAN4 requirements on its accuracy.

[bookmark: _Toc146618180][bookmark: _Toc149912579]RAN4 to first evaluate feasibility aspect before considering the accuracy of LoS/NLoS indication as one of the KPIs/metrics for AI/ML based positioning.

The other two options in the list of KPIs and metrics being discussed are RSTD and PRS-RSRP measurements. These measurements are used in NR positioning, where these measurements are performed by UE and reported to LMF in UE assisted positioning method. Since LMF relies on the accuracy of these measurements to estimate UE location, accuracy requirement for these measurements are defined in 38.133 and UE is expected to meet these requirements while performing RSTD and PRS-RSRP measurements before reporting them to LMF. Analogous to this approach, RAN1 considered timing measurement, such as RSTD measurement, as an output of the AI/ML model at UE side in positioning sub-use case 2a. In this regard, RAN4 should consider RSTD accuracy as one of the KPIs/metrics for positioning use case. In the other hand, RAN1 evaluations did not consider PRS-RSRP as one of the potential outputs of AI/ML model used for positioning. Therefore, RAN4 should not consider accuracy of PRS-RSRP as one of the potential KPIs/metrics for AI/ML based positioning requirement discussion unless PRS-RSRP is one of the potential outputs of AI/ML model used for positioning.

Positioning sub-use cases evaluated by RAN1: 
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning.
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning.
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning.
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.




 


[bookmark: _Toc146618181][bookmark: _Toc149912580]Accuracy of RSTD as output of AI/ML model, at least for positioning sub-use case 2a, shall be considered as one of the KPIs/metrics for positioning use case in RAN4 discussion.

[bookmark: _Toc146618182][bookmark: _Toc149912581]RAN4 to not consider PRS-RSRP accuracy as one of the KPIs/metrics for positioning use case in RAN4 discussion, unless PRS-RSRP is one of the potential outputs of AI/ML model used for positioning.

[bookmark: _Toc146618183][bookmark: _Toc149912582]RAN4 to discuss other positioning KPIs/metrics, if found relevant, for AI/ML based positioning during the WI phase. 

During the SI RAN1 also studied aspects of collecting training data over the air interface. If a standardized collection of training data is agreed to be specified, then an accuracy requirement for training data (containing data for both model input and model output) needs to be considered for certain cases. For label data (corresponding to model output) in training data collection, accuracy of label also needs to be defined, since the label accuracy has been shown to affect AI/ML model performance. For measurement data (corresponding to model input) in training data collection, it may or may not be necessary for RAN4 to define the accuracy of measurement data: 
· For positioning cases 1/2a/3a, the measurements for model input are performed by UE (Case 1/2a) or gNB (case 3a) and fed to the AI/ML model in UE (Case 1/2a) or gNB (case 3a) itself. Thus, for model inference, the measurement accuracy can be up to UE and gNB implementation, respectively. For training data collection of measurements, it should be discussed whether measurement accuracy needs to be specified. If the training data collection procedure is to be standardized, then reporting format of the measurement data need to be specified, including the quantization range and quantization granularity.  
· For positioning cases 2b/3b, the measurements for model input are performed by UE (Case 2b) or gNB (case 3b) and sent to the LMF for the LMF-side AI/ML model. Thus, the measurements are transferred over standardized interfaces, i.e., LPP for case 2b and NRPPa for case 3b. Thus, it is necessary to define accuracy requirements and reporting format of the measurement data, including the quantization range and quantization granularity.

[bookmark: _Toc146618185][bookmark: _Toc149912583]Accuracy requirement for label data (corresponding to model output) needs to be defined if collection of training data over the air interface is agreed to be standardized.
 
[bookmark: _Toc146618186][bookmark: _Toc149912584]Accuracy requirement for measurement data (corresponding to model input) needs to be defined. 

[bookmark: _Toc146618187]For model inference, reporting format (quantization range and granularity) of measurement data need to be defined by RAN4 for positioning sub-use case 2b (LPP interface) and sub-use case 3b (NRPPa interface). Details to be further discussed during the WI phase.

2.3 Beam management
In this section we look at the TR to analyse the potential RAN4 impacts.  

	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option1: UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option2: UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered

Type2 performance monitoring (UE-side performance monitoring): 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s)
-	If it is for UE-side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	
-	Indication from NW to UE to do LCM operation
-	UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
-	Signalling, e.g., RRC-based, L1-based
-	Note: Performance and UE complexity, power consumption should be considered
	-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable




Based on the above excerpts from the TR 38.843, if RAN1 agrees to performance metric to be calculated at the UE (for type 1 performance monitoring) and reported to NW for LCM operations, RAN4 need to define the requirements for performance metric calculation as all UEs should follow common principles like number of instances to consider in the performance metric calculation and the reporting range, etc.
[bookmark: _Toc146618168]RAN4 may need to introduce performance metric calculation or reporting requirements based on the RAN1 design in WI.
If the type 2 performance monitoring is agreed during the WI phase, RAN4 need to define requirements for how the different UE should perform performance monitoring using the common monitoring principles (e.g., performance monitoring periodicity and samples, etc.) across UEs.
[bookmark: _Toc146618169]RAN4 may need to define type 2 performance monitoring requirements if Ran1 agrees to adapt that method in WI phase.
In summary based on observation 1 and 2, RAN4 need to introduce performance monitoring requirements based on the RAN1 design.
[bookmark: _Toc146618173][bookmark: _Toc149912585]RAN4 to introduce performance monitoring requirements during the WI phase.

L1-Signalling:
RAN1 agreed some potential candidates for L1-signalling for further study during WI phase. Excerpts from the TR are copied below.

	L1 signalling:
For BM-Case1 with a UE-side AI/ML model:
-	L1 signalling to report the following information of AI/ML model inference to NW: 
-	The beam(s) that is based on the output of AI/ML model inference.
For BM-Case2 with a UE-side AI/ML model: 
-	L1 signalling to report the following information of AI/ML model inference to NW:
-	The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference.
-	-	Information about the timestamp corresponding the reported beam(s).
For BM-Case1 and BM-Case2 with a network-side AI/ML model: 
-	L1 beam reporting enhancement for AI/ML model inference:
-	UE to report the measurement results of more than 4 beams in one reporting instance
-	Other L1 reporting enhancements can be considered
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
-	Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
-	Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
-	Reporting of best beam(s) obtained by measuring beams of a set of indicated by gNB (e.g., Beams from Set A)
-	Reporting of measurements of the predicted best beam(s) corresponding to model output (e.g., comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)



From the above table, we think highlighted parts have RAN4 impact.
Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
In legacy, RAN4 has only requirements for L1-RSRP accuracy for the DL Tx beams. If RAN1 agreed to introduce L1-RSRP measured or predicted for a beam pair, RAN4 should specify L1-RSRP accuracy and measurement period requirements for the beam pair. 
[bookmark: _Toc146618174][bookmark: _Toc149912586]RAN4 to study introducing requirements for beam pair(s) if RAN1 agreed to introduce it in WI phase.

Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
When different UE report confidence metric to the gNB, gNB may be acting on a common algorithm across all the UEs to act on reported confidence metric. We think there should be come common method to ensure all the UEs report similar confidence metric in a particular given scenario. Otherwise gNB do not know how to act for different vendors confidence metric reports.
[bookmark: _Toc146618175][bookmark: _Toc149912587]Ran4 to define requirements for confidence metric calculation and reporting to make sure same baseline performance for all the UE.

Data collection:
[bookmark: _Toc146618170]If the data collection requires UE need to perform measurements other than legacy L1-RSRP measurements, RAN4 need to define the measurement period requirements for the data collection. 
	At UE side for UE-side AI/ML model:
-	UE reporting to NW supported/preferred configurations of DL RS transmission.
-	Trigger/initiating data collection considering:
-	Option 1: data collection initiated/triggered by configuration from NW.
-	Option 2: request from UE for data collection.
-	Signalling/configuration/measurement/report for data collection, e.g., signalling aspects related to assistance information (if supported), Reference signals, configuration related to Set A and/or Set B, information on association/mapping of Set A and Set B
-	Assistance information from Network to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of the data (if supported). The assistance information should preserve privacy/proprietary information.
At NW side: 
-	Mechanism related to the reporting.
-	Additional information for content of the reporting.
-	Reporting overhead reduction.
-	Signalling/configuration/measurement/report for data collection
Regarding data collection for NW-side AI/ML model regarding the contents of collected data:
-	Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable.
-	Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable.
-	Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable.
-	Note: Overhead, UE complexity and power consumption are to be considered for the above options.
Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following approaches have been identified for overhead reduction:
· the omission/selection of collected data
· the compression of collected data
· Note1: For the different purposes of data collection, the overhead reduction mechanisms and corresponding specification impacts may be different.
Note2: Support of any mechanism(s) (if necessary) for each LCM purpose and the potential spec impact (if any) are separate discussions
· [bookmark: _Hlk144147779]Note 3: UE complexity and power consumption should be considered



Model Training/Inference related: 
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
-	Beam indication from network for UE reception, which may or may not have additional specification impact (e.g., legacy mechanism may be reused), particularly:
	-	how to perform beam indication of beams in Set A not in Set B.  Note: At least for BM-Case1 with a UE-side AI/ML mode, the legacy TCI state mechanism can be used to perform beam indication of beams
- 	Note: For DL beam pair prediction, there is no consensus to support the reporting of the predicted Rx beam(s) (e.g., Rx beam ID, Rx beam angle information, etc) from the UE to the network.
For BM-Case 2:
· Reporting information about measurements of multiple past time instances in one reporting instance. Notes: Only applicable to network-side AI/ML model. The potential performance gains of measurement reporting should be justified by considering UCI payload overhead.



We think that the model performance greatly depend on the data accuracy used when training, and when performing inference with the model. During the 3GPP RAN4 discussions that led to establishment of requirements for L1-RSRP relative measurement accuracy in Rel-15, the following was assumed: If the UE uses the same Rx chain to calculate L1-RSRP over different beam for the same measurement instance, then the RF impairment error factor is assumed to be the same and does not contribute to the L1-RSRP relative value. However, it cannot be assumed that the UE uses the same Rx chain for measuring L1-RSRP of different beams at each instance. Therefore, the absolute and relative L1-RSRP accuracy requirement is the same in FR2; for example, for SSB L1-RSRP ±6.5dB under same condition, [clause 10.1.20 in 8], which is not the case for FR1, ±5.0dB or ±8.5dB depending on the transmit power for absolute value and ±3.0dB for relative value [clause 10.1.19 in 8].  
In our companion RAN1 evaluations paper [R1-2304749], we show the impact of the measurement error when such errors are included in training data collection (collecting ground truth labels). Our results show that the current assumptions on ±6.5 dB significantly degrade intermediate KPI performance.
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Conclusion

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN4 to not consider positioning accuracy: ground truth vs. reported as one of the positioning KPIs/metrics for positioning use case.
Proposal 2	RAN4 to first evaluate feasibility aspect before considering the accuracy of LoS/NLoS indication as one of the KPIs/metrics for AI/ML based positioning.
Proposal 3	Accuracy of RSTD as output of AI/ML model, at least for positioning sub-use case 2a, shall be considered as one of the KPIs/metrics for positioning use case in RAN4 discussion.
Proposal 4	RAN4 to not consider PRS-RSRP accuracy as one of the KPIs/metrics for positioning use case in RAN4 discussion, unless PRS-RSRP is one of the potential outputs of AI/ML model used for positioning.
Proposal 5	RAN4 to discuss other positioning KPIs/metrics, if found relevant, for AI/ML based positioning during the WI phase.
Proposal 6	Accuracy requirement for label data (corresponding to model output) needs to be defined if collection of training data over the air interface is agreed to be standardized.
Proposal 7	Accuracy requirement for measurement data (corresponding to model input) needs to be defined.
Proposal 8	RAN4 to introduce performance monitoring requirements during the WI phase.
Proposal 9	RAN4 to study introducing requirements for beam pair(s) if RAN1 agreed to introduce it in WI phase.
Proposal 10	Ran4 to define requirements for confidence metric calculation and reporting to make sure same baseline performance for all the UE.
Proposal 11	RAN4 to study improvement to L1-RSRP measurement accuracy and the conditions under which it can be improved for model input for better model training/inference.
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