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1	Introduction
This paper considers some general and interoperability issues impacting all of the use cases
[bookmark: _Ref178064866]2	Discussion
2.1	Requirements relating to generalization
The following text was agreed in the WF from RAN4#108bis:

· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations
· FFS on details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· FFS on what the minimum level performance for each identified scenario and/or configuration is
· FFS on what the significant degradation for other scenarios and/or configurations is


When discussing generalization in the context of RAN4, it is important to distinguish between generalization in general and the purpose of RAN4 requirements. In general, the term generalization may refer to the ability of an AI model to apply inference for data outside of the training set. In the context of RAN4, however, the requirements should be set agnostically to the training set, or even the model that is applied. The purpose of the RAN4 requirements is to ensure that the UE provides a (minimum) expected performance in relevant scenarios for which the AI functionality will be applied. As long as the UE achieves the RAN4 performance requirement, it is not of importance to RAN4 how the UE is trained, nor which AI model the UE uses to meet the requirement (the UE may switch models between scenarios, if needed, in order to meet requirements).

[bookmark: _Toc149903833]In the RAN4 context, generalization should refer to the ability of the AI functionality to provide a minimum expected performance in all expected scenarios, regardless of training.

In order to define RAN4 requirements, it is necessary to identify the range of scenarios for which the UE is expected to achieve a minimum performance. This will be use-case dependent. Having identified the range of scenarios in which the UE is expected to achieve a minimum performance, the next important task is to identify a sub-set of scenarios that can be viewed as achieving a sufficient requirement / test coverage to ensure that, if the UE is tested and meets the requirements, the UE can be expected to display reasonable performance in all relevant scenarios.

[bookmark: _Toc149903834]It is necessary to identify the range of scenarios in which minimum performance is to be expected, a subset of scenarios within which to define requirements.

For non-AI RAN4 requirements, even though it may not be explicitly discussed, there is also an approach of identifying a sufficient sub-set of scenarios for achieving requirement/test coverage. Relevant scenarios should be identified and suitable requirement coverage established. However, the range of relevant scenarios is often not fully discussed when developing performance requirements.
It is important to note that, in particular in the case of demodulation requirements, the acceptable performance may differ between scenarios for which requirements are defined. For example, the SNR required for achieving 70% throughput may differ between a channel with a low delay spread and a channel with a high delay spread or Doppler. The difference in SNR is not an expression of performance being “better” or “degraded” in scenarios, but that the underlying statistics of the scenario give rise to different performance expectations.

[bookmark: _Toc149903835]The requirements may differ in different scenarios due to different conditions. However, differing performance due to differing conditions is different to degradation (which is performing worse than the optimum for a condition).

In the context of AI, this may mean that the AI may achieve different throughput/SNR in different channel conditions, but that this might not necessarily be “degraded” performance. There may be side other scenarios that are well outside of the training conditions for which the performance might not only differ due to different channel conditions, but might actually degrade compared to an AI model trained specifically for the side scenario.
For deterministic algorithms, it is generally expected that performance change smoothly as the scenario changes. For AI, there is a need to establish whether performance would also change smoothly with changing scenario or whether abrupt changes would occur. If the performance degrades smoothly, then a similar amount of requirements and test points may be needed as for non-AI. However, if abrupt changes could occur with differing scenarios then ensuring good performance over all scenarios may be more challenging. The behavior of an AI functionality may differ depending on the use case.

[bookmark: _Toc149903836]It is necessary to determine how the AI functionality performance varies with changing scenarios.

For some use-cases, it may be acceptable for a UE and AI functionality to cover only a sub-set of scenarios dependent on capability. An example of this for non-AI is that UEs do not support high speed train scenarios unless they indicate such a capability. Similarly, for AI, capability signaling or signaling outside capability framework may restrict the number of scenarios for which the AI is expected to operate. In such cases, RAN4 requirements are needed for the sub-sets of scenarios.
[bookmark: _Toc149903837]In some cases, it may be possible to define sub-sets of scenarios/requirements depending on UE capability or signaling outside capability framework.

[bookmark: _Toc149903848]To define AI requirements, the following steps are needed:
· [bookmark: _Toc149903849]Identify the range(s) of scenarios over which the AI is expected to achieve a minimum performance.
· [bookmark: _Toc149903850]This may involve some consideration of the range of scenarios over which non-AI is expected to perform.
· [bookmark: _Toc149903851]Identify which scenarios the AI should show optimum performance and whether there are any scenarios in which performance may be degraded compared to the optimum for that scenario.
· [bookmark: _Toc149903852]Note that optimum performance may differ depending on scenario. Degraded performance is performance that is less than the optimum for that scenario.
· [bookmark: _Toc149903853]Determine how the AI performance changes depending on the scenario, whether the performance change is smooth or not.
· [bookmark: _Toc149903854]Determine a set of conditions in which to define RAN4 requirements.
· [bookmark: _Toc149903855]Simulate and determine requirements for each of the conditions.
· [bookmark: _Toc149903856]Determine whether the requirements should be grouped into sub-sets with capability signaling (or other signaling).

2.2	Testing for generalization
After considering testing for generalization, the following WF was identified at RAN4#108bis:

· Take the modified Option 1 as the baseline
· Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined.
· FFS on Option 2
· In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined


For reference, option 2 mentioned in the WF is as follows:
· Option 2: RAN4 defines one test and changing different propagation conditions within the test. Therefore the same AI/ML model is tested under different propagation conditions to verify it’s generalizability and robustness. (environment changes during the test)
· “morphing test concept”
· Inference data set varied or picked from dataset used for another scenario


The option 1 agreed as the baseline is in effect the same approach as used for non-AI testing. A number of test conditions are defined and a test is performed for each condition. The definition of test conditions should follow the approach described in section 2.1 above. RAN based LCM is not part of the performance test. The UE is configured with a functionality for functionality-based testing or a model.
For some use-cases and implementations, for functionality-based management, the UE may autonomously switch models depending on the scenario. This is in effect an LCM that is outside of RAN. With option 1, the UE would switch in the correct model at the start of the test.

[bookmark: _Toc149903838]Although RAN based LCM is not considered in the performance requirements, it may still be that the UE switches model depending on scenario.
[bookmark: _Toc149903857]If the UE switches model outside of RAN LCM, it should not impact performance.


If the UE switches models, it should not cause significant disruption to the demodulation process. It is not entirely clear whether option 1 would verify that any UE model switching does not cause disruption to the demodulation. However, option 2 could potentially provide such a verification. Whether option 2 would really be necessary or not though should be discussed further.

[bookmark: _Toc149903858]RAN4 should discuss whether option 1 can ensure that physical UE model switching is transparent.

2.3	RAN4 requirements for monitoring
Apart from conformance testing of performance, there is also a need to discuss the involvement of RAN4 in model monitoring and in particular whether conformance tests may be developed for the monitoring. The topic has not been addressed since RAN4#107 due to lack of time. The following observations and proposals are a repetition of what was submitted to RAN4#108bis but not treated at that meeting.

Issue 1-6: Performance monitoring tests 
Option 3: RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM

It is important to clarify the WF to some extent. Firstly, the term model monitoring used in option 3 might be understood as referring to monitoring of a specific, identifiable model. It can be considered whether, assuming model identification and management within the context of RAN, RAN4 core requirements could form part of monitoring specific models. However, it may be that model management and switching is not visible to RAN if RAN handles AI at the level of functionality. In this case, it may be that monitoring of the performance of the functionality is used to determine whether the AI is performing to expectation in a particular environment and activate / deactivate / take action depending on the result.
[bookmark: _Toc142657376][bookmark: _Toc146719172][bookmark: _Toc149903839]It is not clear whether issue 1-6 and the conclusion is referring to observation of specific models or performance monitoring of the AI functionality.
[bookmark: _Toc142485294][bookmark: _Toc146719192][bookmark: _Toc149903859]Assume that performance monitoring requirements in the field would apply for functionality monitoring.

Secondly it is important to clarify that once equipment is deployed, it will no longer be able to be subject to test-house evaluation using test equipment. Rather, RAN1/2 procedures would need to be used for assessing performance against a RAN4 defined requirement. The purpose of using such an assessment would be to offer to the network a standardized metric for managing AI functionality, it would not be for declaring equipment to be compliant / non-compliant, since assessment in this manner would not necessarily be well controllable in terms of consistency of environment, measurement uncertainty etc. Since compliance would not be assessed in this manner, the discussion may be more about how to define an appropriate, standardized metric that can be understood by all network and UE vendors and not about setting a minimum requirement value for performance monitoring.
[bookmark: _Toc142657377][bookmark: _Toc146719173][bookmark: _Toc149903840]Measurement of performance of a UE against RAN4 metrics in the field would be by means of RAN1/RAN2 procedures, not test equipment.
[bookmark: _Toc142657378][bookmark: _Toc146719174][bookmark: _Toc149903841]It is not envisaged that compliance testing would be performed in the field. Development of standardized metrics for comparing performance may be of interest, but minimum requirements may not be.

For assessing the performance of AI in UEs, the assessment could be performed in one of two ways:
· The network uses information available to it to evaluate the performance. The development of a RAN4 metric for such monitoring might imply standardization of information to be provided to the network for such assessment.
· The UE uses information available to it to evaluate the performance and sends the result of the evaluation to the network.

If the network assesses the performance based on the metric, then some level of ground truth is likely to be needed on an occasional basis. This may consist of, for example, the target CSI for CSI compression, measured CSI for CSI prediction, or measured best beam or RSRP measured for all beams for beam prediction. A key question would be whether the information provided to the network really is ground truth, considering that e.g., measurements include measurement uncertainty. 
[bookmark: _Toc142657379][bookmark: _Toc146719175][bookmark: _Toc149903842]If measurement reports are provided to the network for monitoring the performance of an AI functionality, RAN4 should consider how accurately the measurement reports would really relate to ground truth.

Even if the provided information does not correspond to ground truth exactly, if it corresponds to ground truth with a known and reasonably low uncertainty, it could still be used at a coarse level for determining whether the AI functionality is within reasonable performance bounds or is failing.
[bookmark: _Toc142657380][bookmark: _Toc146719176][bookmark: _Toc149903843]Even if the reported information does not correspond with exact accuracy to ground truth, it may still be useful for a coarse metric on model performance.

If the performance monitoring involves defining a metric that can be compared and understood for different gNB/UEs together with some standardized information that can be used by the network for assessing the metric, then it might be debated whether RAN4 needs to have a role. Possibly it could be that RAN4 defining the performance metric could be helpful, or it could be that RAN4 might define accuracy requirements on information reported to assess compliance to the metric.
[bookmark: _Toc142657381][bookmark: _Toc146719177][bookmark: _Toc149903844]If performance monitoring consists of standardized information being periodically sent to the network to assess an assumed metric, the extent of RAN4 involvement should be discussed. It may be for the metric itself, or just the accuracy requirements on the reported information.

The other option for assessing the performance of UE based AI is for the UE to determine performance of the AI functionality compared to a metric and send the result to the network. The UE could, for example determine the accuracy of CSI compression or prediction by comparison to the target CSI (this would only work if it would have access to a known decoder) for compression or for prediction measured CSI, possibly determining a simple metric such as CSI error variance between model and measurement, or intermediate metrics as discussed in RAN1. For beam management, the UE could compare the model output with occasional direct measurement over all beams. For positioning, the UE could compare the model output with position obtained by other means. As with the network side, the “ground truth” might have inaccuracy and thus the accuracy of the prediction might be questioned. Support might be needed in the specifications, for example by means of provision of additional reference signals for measurement on an occasional basis.

For RAN4, consideration might be given as to whether a requirement could be defined on the accuracy of the UE report on model performance/reliability. A requirement would be in the form of an expectation that if the UE would report a performance or reliability level of X, then the actual performance/reliability would correspond to X to within a reasonable margin. As a simple example, consider a UE report of the error variance of a predicted CSI. The requirement would state that the predicted CSI should correspond to the actual CSI at an average rate corresponding to the reported accuracy (with a margin). 
[bookmark: _Toc142657382][bookmark: _Toc146719178][bookmark: _Toc149903845]If the UE reports performance or reliability information, RAN4 could set requirements on the minimum accuracy for the performance/reliability report.

A UE report on model performance/reliability could be assessed using test equipment as part of compliance testing. Test equipment is able to generate stimulus signals under known conditions (i.e., known channel conditions hence known target CSI, position, beam etc.). Hence during a test, the TE is able to compare the model output, claimed model performance/reliability and actual model performance/reliability. In the simple example, the TE can compare the predicted CSI with ground truth CSI and compute the error variance and then compare that to the UE signalled error variance. The TE might also/instead apply a drift to the conditions (sudden, or gradual, or incremental) and test how long it takes for the UEs model monitoring and reporting to respond to the change. 
What may be difficult is for the specification to force model operation at various different performance/reliability levels, since this would depend on the model(s) implementation and training, which may not be well known when requirements are set and may differ between different vendors.
[bookmark: _Toc142657383][bookmark: _Toc146719179][bookmark: _Toc149903846]Testing of a requirement on the accuracy of reliability / performance reporting could be done in a test-house as part of compliance testing, since TE could generate ground truth and assess the real reliability/performance.
[bookmark: _Toc142657384][bookmark: _Toc146719180][bookmark: _Toc149903847]It may not be straightforward for a test specification to force different levels of reliability/performance for testing a metric.

At this stage, it is not clear to us whether a RAN4 requirement and RAN5 test on a UE performance/reliability metric is feasible. However, since such metrics could be useful for the network to take appropriate actions in managing AI functionality and since comparability between performance metrics reported from different UEs would be essential to be able to take advantage of the metrics, we believe that further study is useful. The study may well need to be on a per use case basis.
[bookmark: _Toc142485295][bookmark: _Toc146719193][bookmark: _Toc149903860]RAN4 discuss further the feasibility of a requirement and test for UE reliability/performance reporting for monitoring of UE sided models.
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	4/4	
Conclusion
In the previous sections we made the following observations: 
Observation 1	In the RAN4 context, generalization should refer to the ability of the AI functionality to provide a minimum expected performance in all expected scenarios, regardless of training.
Observation 2	It is necessary to identify the range of scenarios in which minimum performance is to be expected, a subset of scenarios within which to define requirements.
Observation 3	The requirements may differ in different scenarios due to different conditions. However, differing performance due to differing conditions is different to degradation (which is performing worse than the optimum for a condition).
Observation 4	It is necessary to determine how the AI functionality performance varies with changing scenarios.
Observation 5	In some cases, it may be possible to define sub-sets of scenarios/requirements depending on UE capability or signaling outside capability framework.
Observation 6	Although RAN based LCM is not considered in the performance requirements, it may still be that the UE switches model depending on scenario.
Observation 7	It is not clear whether issue 1-6 and the conclusion is referring to observation of specific models or performance monitoring of the AI functionality.
Observation 8	Measurement of performance of a UE against RAN4 metrics in the field would be by means of RAN1/RAN2 procedures, not test equipment.
Observation 9	It is not envisaged that compliance testing would be performed in the field. Development of standardized metrics for comparing performance may be of interest, but minimum requirements may not be.
Observation 10	If measurement reports are provided to the network for monitoring the performance of an AI functionality, RAN4 should consider how accurately the measurement reports would really relate to ground truth.
Observation 11	Even if the reported information does not correspond with exact accuracy to ground truth, it may still be useful for a coarse metric on model performance.
Observation 12	If performance monitoring consists of standardized information being periodically sent to the network to assess an assumed metric, the extent of RAN4 involvement should be discussed. It may be for the metric itself, or just the accuracy requirements on the reported information.
Observation 13	If the UE reports performance or reliability information, RAN4 could set requirements on the minimum accuracy for the performance/reliability report.
Observation 14	Testing of a requirement on the accuracy of reliability / performance reporting could be done in a test-house as part of compliance testing, since TE could generate ground truth and assess the real reliability/performance.
Observation 15	It may not be straightforward for a test specification to force different levels of reliability/performance for testing a metric.


Based on the discussion in the previous sections we propose the following:
Proposal 1	To define AI requirements, the following steps are needed:
	Identify the range(s) of scenarios over which the AI is expected to achieve a minimum performance.
	This may involve some consideration of the range of scenarios over which non-AI is expected to perform.
	Identify which scenarios the AI should show optimum performance and whether there are any scenarios in which performance may be degraded compared to the optimum for that scenario.
	Note that optimum performance may differ depending on scenario. Degraded performance is performance that is less than the optimum for that scenario.
	Determine how the AI performance changes depending on the scenario, whether the performance change is smooth or not.
	Determine a set of conditions in which to define RAN4 requirements.
	Simulate and determine requirements for each of the conditions.
	Determine whether the requirements should be grouped into sub-sets with capability signaling (or other signaling).
Proposal 2	If the UE switches model outside of RAN LCM, it should not impact performance.
Proposal 3	RAN4 should discuss whether option 1 can ensure that physical UE model switching is transparent.
Proposal 4	Assume that performance monitoring requirements in the field would apply for functionality monitoring.
Proposal 5	RAN4 discuss further the feasibility of a requirement and test for UE reliability/performance reporting for monitoring of UE sided models.
 
