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Introduction

In RAN #94-e meeting, the SID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The objectives for RAN4 are duplicated as following.

	Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2

Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable

Consider the need and implications for AI/ML processing capabilities definition


In last meeting, there was discussion on AI/ML in RAN4 and a WF was approved [6]. This contribution provides initial views on interoperability and testability for AI/ML.

Discussion  
One issue is generalization/scalability of requirements/tests. The related agreements in April meeting are summarized as following. In May meeting and August meeting, RAN4 discussed this issue but no progress was reached.
	Agreements in RAN4 #106bis-e
Generalization verification aspects

Study the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML

Further study whether it is needed/feasible to introduce some form of generalization and/or scalability related requirements for different scenarios/configurations based on RAN1 agreements

Whether this can be implicitly handled in the test case definition should be considered

Intention is to guarantee that performance will still be maintained in different environments/scenarios/configurations.
Proposals in RAN4 #108
Option 1: RAN4 requirements/tests should ensure that performance is maintained under different scenarios (AI/ML model maintains performance level under “unseen” inputs in training)

Option 2: No need for any special handling to guarantee generalization

Option 3: Other inputs – please provide proposals
Proposals in RAN4 #108bis
Issue 1-2: Generalization goals

Agreement: 

Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations

FFS on details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality

FFS on what the minimum level performance for each identified scenario and/or configuration is

FFS on what the significant degradation for other scenarios and/or configurations is

Issue 1-3: Handling of generalization in tests

Agreement: 

Take the modified Option 1 as the baseline

Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)

Specified UE configuration includes functionality and/or model ID if defined.

FFS on Option 2

In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined


Option 1 is static test, similar as legacy way. Following cases can be considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations:

Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A

Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
Option 2 is dynamic test. The detail of option 2 is that RAN4 define tests and changing different propagation conditions within the test. Therefore the same AI/ML model/funtionality is tested under different propagation conditions to verify it’s generalizability and robustness.  
As agreed in last meeting, the goal of generalization is to verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. One issue is that we do not know how many tests are needed for “other” scenarios and/or configurations, so that we can say that the performance are significantly degraded in real-world environments. With option 1, the number of tests may be very huge. Option 2 may be not perfect, but at least can reduce the number of tests. From this point of view, option 2 can be considered.

Proposal 1: for generalization test, it is proposed to consider changing environment  during the test.
In general, there are two AI/ML framework: One-sided (AI/ML) model and two-sided (AI/ML) model. One-sided (AI/ML) model could be a UE-side (AI/ML) model or a Network-side (AI/ML) model. UE-side (AI/ML) model is an AI/ML Model whose inference is performed entirely at the UE. Network-side (AI/ML) model is an AI/ML Model whose inference is performed entirely at the network. Two-sided (AI/ML) model is a paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa. CSI compression. According to the agreement in previous meeting [2], RAN4 to consider both one sided model and two-sided model, and discussion can continue in parallel.

One of the issues is reference decoder/encoder for test implementation in the UE/gNB performance tests. There are many options. In last meeting, it was agreed to downselect option 6. The details of each option on this issue are duplicated as following.

Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained

Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained

Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.

Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.

In last meeting, a table used to summarize issues to be discussed in describing the options for the testing of 2-sided model was discussed, and some high level clarification of options are reached, which are highlighted in green.  Following is the table with our input.

	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard

	Source of the test decoder
	DUT vendor


	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications

	Source of decoder training data
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor)

FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)

	DUT vendor knowledge of the test decoder
	Full knowledge


	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	Type 1
	Type 3
	 N/A

	Test decoder verification procedure at TE and/or DUT
	Needed at TE, and how to verify is FFS
	Needed at TE, and how to verify is FFS
	 Not needed

	Feasibility of test decoder verification procedure
	Feasible
	Feasible
	N/A

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	Low, since the test decoder may be mismatch with the decoders deployed in the field, and UE may easily pass the test since UE has full knowledge of the decoder
	 High
	Low, since the test decoder may be mismatch with the decoders deployed in the field, and UE UE may easily pass the test since UE could train the model based on the specified decoder

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 High, since TE may need to implement multiple docoders from different vendors
	 High, since TE may need to implement multiple docoders from different vendors
	 Low 

	Specification Effort (e.g. test decoder)
	Low, if the decoder is up to implementation, there is no spec impact
	Low, if the decoder is up to implementation, there is no spec impact
	High, since the decoder(s) are fully specified and captured in RAN4 spec, may results in long discussion 

	Confidentiality/IP issues
	Need to be condiered
	Need to be condiered
	Since the decoder(s) are fully specified and captured in RAN4 spec, no IP issues

	Applicability to different scenarios/conditions/ configurations
	This is pending on how to design the test to guarantee the generalization
	This is pending on how to design the test to guarantee the generalization
	This is pending on how to design the test to guarantee the generalization


Conclusion

This contribution provides discussion on interoperability and testability for AI/ML. The observations and proposals are:

Proposal 1: for generalization test, it is proposed to consider changing environment  during the test.
Proposal 2: for 2-sided model testing options, the consideration are provided as following:

	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard

	Source of the test decoder
	DUT vendor


	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications

	Source of decoder training data
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor)

FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)

	DUT vendor knowledge of the test decoder
	Full knowledge


	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	Type 1
	Type 3
	 N/A

	Test decoder verification procedure at TE and/or DUT
	Needed at TE, and how to verify is FFS
	Needed at TE, and how to verify is FFS
	 Not needed

	Feasibility of test decoder verification procedure
	Feasible
	Feasible
	N/A

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	Low, since the test decoder may be mismatch with the decoders deployed in the field, and UE may easily pass the test since UE has full knowledge of the decoder
	 High
	Low, since the test decoder may be mismatch with the decoders deployed in the field, and UE UE may easily pass the test since UE could train the model based on the specified decoder

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 High, since TE may need to implement multiple docoders from different vendors
	 High, since TE may need to implement multiple docoders from different vendors
	 Low 

	Specification Effort (e.g. test decoder)
	Low, if the decoder is up to implementation, there is no spec impact
	Low, if the decoder is up to implementation, there is no spec impact
	High, since the decoder(s) are fully specified and captured in RAN4 spec, may results in long discussion 

	Confidentiality/IP issues
	Need to be condiered
	Need to be condiered
	Since the decoder(s) are fully specified and captured in RAN4 spec, no IP issues

	Applicability to different scenarios/conditions/ configurations
	This is pending on how to design the test to guarantee the generalization
	This is pending on how to design the test to guarantee the generalization
	This is pending on how to design the test to guarantee the generalization
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