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1. Introduction
[bookmark: _Hlk134894944]For general aspects, following agreements were made in RAN4#108bis meeting [1].
	Issue 1-2: Generalization goals
Agreement: 
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations
· FFS on details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· FFS on what the minimum level performance for each identified scenario and/or configuration is
· FFS on what the significant degradation for other scenarios and/or configurations is
Issue 1-3: Handling of generalization in tests
Agreement: 
· Take the modified Option 1 as the baseline
· Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined.
· FFS on Option 2
· In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined



In this contribution, we further provide our views on general aspects for AI/ML NR air interface.
2. [bookmark: _Hlk73468315]Discussion
2.1	Requirements for data collection
The issue about requirement for data collection was discussed in RAN4#108 meeting. 
	Issue 1-1: Requirements for data collection 
· Proposals
· Option 1: RAN4 to study requirements for data collection (e.g. accuracy) especially
· Study requirements for training data
· Option 2: RAN4 to study requirements for data collection depending on outcome of other groups
· Postpone RAN4 discussion until RAN1/2 define a corresponding procedure, if no procedure is defined then RAN4 does not need to do anything
· Option 3: RAN4 should not study requirements for data collection(in particular for training)
· Option 4: Others – please provide proposal


The dataset for AI/ML can be basically divided into three categories: inference dataset, training dataset, and monitoring dataset. All three kinds of dataset can be pre-defined or generated in test system, or may be collected online in the field. No matter what kind of method to obtain these datasets, if there is no requirement for data collection, the performance deterioration may occur due to the low-quality dataset.
2.1.1 Accuracy requirements 
In RAN1, it was agreed to study specification impact related to data collection.
	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.


Specification impact of data collection will be further studied in RAN1. Some aspects, e.g., measurement configuration and reporting, may have RAN4 impact. RAN4 should wait for RAN1 progress before making decision on whether requirements for data collection is needed.
For example, data collection is a very challenge procedure for positioning use case. The quality of the collected data is a key factor in determining the positioning accuracy. 
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity


It is important how to ensure the quality of the collected data. If the quality of the collected data is bad, then these data cannot be used for model training. It would be necessary for RAN4 to define requirements to test or verify the collected data samples before model training at least in positioning use case. From RAN4 perspective, the quality of dataset can be verified by accuracy requirements.
Proposal 1: Accuracy requirements for input data collection need to be considered.
2.1.2 Latency requirement
In the last meeting, the issue about latency requirement for data collection was raise in topic summary [2]
	Issue 1-5:  Latency requirements
· Proposals
· Option 1: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
· Option 2: RAN4 should study latency requirements for data collection of model monitoring, at least for positioning and CSI compression use cases.
· Option 3: RAN4 shall define the latency requirements based on RAN2’s agreements and the MAX total latency requirements can be: [image: ]
· Option 4: Do not study latency requirements for training data collection, discuss latency requirements for any particular use case during WI as needed
· Option 5: Consider data collection latency requirements only for inference and monitoring
· Option 6: Other, please provide proposals 


According to the RAN1#114 meeting, RAN1 has confirmed the RAN2 assumption and has the following agreement
	Agreement
RAN1 confirms Assumption 2 in RAN2 LS.
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.





In the last RAN1 meeting, latency requirements for data collection for every use case were clarified in LS [3]. For example, for CSI compression use case:
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI 
	See Notes 1, 2
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	CSI Feedback
	See Note 3
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.
See Note 7

	
	Gradients for CSI Feeback
	No agreement
	Relaxed
	This is for backward propagation for Type 2 training
See Note 7

	Inference
	CSI Feedback
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	Reconstructed CSI from NW to UE
See Note 6
	No agreement; [expected to be similar to target CSI for monitoring]
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Calculated performance metrics
See Note 6
	See Note 4
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Target CSI
See Note 6
	 See Notes 1, 2
	Near-real-time
	This is called “NW-sided monitoring” in RAN1.



· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
Thus, a latency requirement is needed for data collection for model inference and model monitoring when data comes from other entities according to RAN1/RAN2 agreements and it should be considered and discussed case by case
Proposal 2: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
2.2	RAN4 testing goals
	Issue 1-4: Testing goals 
· Proposals
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 2a: The testing goal is to verify whether the minimum performance/performance gain of AI/ML model/functionality/feature can be achieved for a static or non-static(dynamic) scenario/configuration. 
· FFS how to define the static test scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS how to define the minimum performance target(s) (e.g., by defining AI/ML dedicated performance/core requirements associated with use cases)
· FFS how to define the non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2/2a depending on the test
· Option 4: others, please provide some concrete proposals


In NR, there are different type of tests from RRM and demodulation perspective. Some of the RRM tests are to verify core requirements such as SCell activation delay, handover delay, L3 measurement delay, L1 measurement delay etc. It is to test how long UE can complete a procedure/measurement. Some of the RRM tests are to verify performance requirements such as SS-RSRP/SS-RSRQ/SS-SINR accuracy, L1-RSRP measurement accuracy etc. It is to test how accurate the UE measurements are. The demodulation related tests are mainly to verify physical channel demodulation performance, such as PDSCH/PDCCH/PUCCH/PUSCH demodulation performance, and CSI feedback performance, such as CQI reporting and PMI reporting performance.
Similar to legacy NR test, RAN4 testing for AI/ML should also defined for performance verification and functionality verification. For example, PMI reporting performance may be verified for CSI compression based on AI/ML, which could be considered as performance test for AI/ML. Model activation delay may be verified so that the correct conduction of the model can be verified, which could be considered as functional test and performance test. 
Therefore, RAN4 testing goal for AI/ML is to verify whether a specific AI/ML model can be conducted in a proper way and whether the performance gain of AI/ML model can be achieved for specified scenario/configuration. Specify reference models for different use cases and defining corresponding requirements that captured in RAN4 specification is a benefit way for such testing goal. For the specific scenario/configurations, some static channel models (TR 38.901) used in legacy RAN4 test can be used as baseline. Non-static scenarios/configurations may also need to be considered if necessary, but it all depending on the test. 
[bookmark: _Hlk149593054]Proposal 3: RAN4 testing goal for AI/ML is to verify whether a specific AI/ML model can be conducted in a proper way and whether the performance gain of AI/ML model can be achieved for specified scenario/configuration.
· Define reference models for different use cases with corresponding requirements as the specific AI/ML model for verification.
· Static channel models (TR 38.901) based dataset used in legacy RAN4 test can be used as the baseline as the specific scenarios/configurations.
· The specific testing goal depending on the test.
2.3	Generalization requirements
In the last meeting, the issue for handing of generalization in tests has been discussed, and the following option 1 is taken as the baseline and is shown in Fig. 4 in blue.
	Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)


[bookmark: OLE_LINK5][bookmark: OLE_LINK6]However, considering various generalization scenarios, too many tests many need to be defined for good coverage of generalization scenarios. In test system, dynamic channel scenario/configuration implemented in TE may be needed to reduce the test burden and to verify the more realistic performance. Dynamic scenario/configuration testing includes e.g. TE dynamically changing the scenario/configuration and this procedure is performed in channel emulator (CE) when testing. TE could change the channel randomly or based on required rules. Such as the following testing method.
· [bookmark: _Hlk146274740]TE changes the scenario/channel in turn and covers all the required scenarios/channels to be tested
· TE changes the scenarios/channel randomly and completes the test within the requirement time
The dynamic scenario/configuration dataset can be generated by 
· Stationary statistical channel modelling method 
· Non-stationary channel modelling method
· Field channel measurement
· Deterministic channel modelling (e.g., Ray Tracing)
The method can be used to evaluation the performance of the dynamic scenario/configuration test and shown as option 2 in Fig. 4 in yellow.
[image: ]
Fig.  4 An illustration of evaluation methods for dynamic testing
For model management, generalization test would not be needed. It is sufficient to test that model management conducts properly under certain scenarios.
Proposal 4: The feasibility of generalization test by using dynamic scenarios/configurations needs further study by considering the following aspects.
· Testing method
· [bookmark: OLE_LINK21][bookmark: OLE_LINK22]TE changes the scenario/channel in turn and covers all the required N scenarios/channels to be tested
· TE chooses a subset of the N scenarios/channels as the scenarios/channels under test based on the certain rules, and changes the scenario/channel randomly and completes the test within the requirement time T.
· Test dataset generation
· Stationary statistical channel modelling method 
· Non-stationary channel modelling method
· Field channel measurement
· Deterministic channel modelling (e.g., Ray Tracing)
2.4	AI/ML complexity
	Issue 1-4: AI/ML model complexity 
· The practical processing capability and implementation complexity for device under test should be assumed when specifying RAN4 requirements.
· The UE capability may be needed to handle different complexity for one side and two-side models.
· The complexity of UE should also be studied when making assumption on BS side model, and vice versa.



[bookmark: _Hlk145684987]In RAN4#108 meeting, RAN4 has reached the agreement that the practical processing capability and implementation complexity for DUT should be assumed when specifying requirements. However, how to evaluate the AI/ML complexity with a reasonable metric is still a question for RAN4. Some companies proposed to use e.g., the number of parameters and/or size (e.g. Mbyte), which were used in RAN1, as KPIs to consider the model complexity, and FLOPS to consider the computation complexity. In RAN1 use case discussion, e.g., evaluation on AI/ML for positioning accuracy enhancement, the AI/ML complexity, which includes the number of real-value model parameters and the number of real-value operations, shows that for the evaluated cases, for a given company’s model design, a lower complexity (model complexity and computational complexity) model can still achieve acceptable performance, albeit degraded, when compared to a higher complexity model. Based on the above discussion, the AI/ML complexity could be considered when specify reference model and discussed case by case.
Observation 1: The AI/ML complexity could be considered when specify reference model for defining requirements and discussed case by case, e.g. model size, FLOPS.
2.5	Test post-deployment
	Issue 1-9: Post deployment testing 
· Proposals
· Option 1: RAN4 should study a framework to enable post deployment tests for model updates and/or drift validation(and possible other use cases)
· Following options can be taken for reference in further discussion:
· Option 1- a: The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
· Option 1- b: After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures,
· Option 1- c: At least one fallback/default Functionality/Feature that passed conformance testing must always be present in the device.
· Other options can also be discussed
· Option 2: RAN4 does not need to study such framework
· Option 3: others, please provide some proposals


When AI/ML models have passed the RAN4 testing and deployed in the real field, the UE performance and behavior can be guaranteed. Model update/transfer/delivery could be used for deploying a new model to achieve better performance. However, no test would be conducted for the new models. There may be performance degradation if the new model is not well verified. 
On the other hand, there is mechanism, e.g., model monitoring, could be used. To some extent, it could verify performance of the new model, especially if the monitoring tests are specified. Of course, other mechanism of verification/test may also be considered.
Observation 2: Post deployment performance may be verified by model monitoring.
2.4	Ground truth
	Issue 1-10: “Ground truth” in RAN4
· Proposals
· Option 1: Ground truth is the UE measured “raw data” at the baseband – channel estimation output, RSRP measurement output, etc
· This is observed after part of the UE Rx processing chain
· Option 2: Ground truth is the input at the UE antenna ports – instantaneous channel at the UE antenna ports, instantaneous RSRP at the antenna port, etc
· Option 3: Discuss on a use case by use case basis
· Option 4: Others


In the last meeting, the issue for “ground truth” in RAN4 was raised. The contents of “ground truth” may covers many types including: target CSI, RSRP, etc based on RAN1 discussion. Some content, e.g. target CSI used in CSI feedback may be precoding matrix or channel matrix. For BM, L1-RSRP and beam ID are ground truth. However, for positioning, whether UE location is a ground truth needs to be studies and it is not involved in option1 and option2.  
Observation 3: “Ground truth” in RAN4 need to be discussed on a use case by use case basis. 
3. Summary
In this contribution, we provided our views on general aspects for AI/ML. Based on above analysis, following proposals are present.
[bookmark: _GoBack]Observation 1: The AI/ML complexity could be considered when specify reference model for defining requirements and discussed case by case, e.g. model size, FLOPS.
Observation 2: Post deployment performance may be verified by model monitoring.
Observation 3: “Ground truth” in RAN4 need to be discussed on a use case by use case basis.
Proposal 1: Accuracy requirements for input data collection need to be considered.
Proposal 2: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
Proposal 3: RAN4 testing goal for AI/ML is to verify whether a specific AI/ML model can be conducted in a proper way and whether the performance gain of AI/ML model can be achieved for specified scenario/configuration.
· Define reference models for different use cases with corresponding requirements as the specific AI/ML model for verification.
· Static channel models (TR 38.901) based dataset used in legacy RAN4 test can be used as the baseline as the specific scenarios/configurations.
· The specific testing goal depending on the test.
Proposal 4: The feasibility of generalization test by using dynamic scenarios/configurations needs further study by considering the following aspects.
· Testing method
· TE changes the scenario/channel in turn and covers all the required N scenarios/channels to be tested
· TE chooses a subset of the N scenarios/channels as the scenarios/channels under test based on the certain rules, and changes the scenario/channel randomly and completes the test within the requirement time T.
· Test dataset generation
· Stationary statistical channel modelling method 
· Non-stationary channel modelling method
· Field channel measurement
· Deterministic channel modelling (e.g., Ray Tracing)
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