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[bookmark: _Toc116995841]Introduction
The first discussions on AI/ML for NR air interface held at RAN4#106-bis, RAN4#107, RAN4#108, RAN4#108bis meetings. The outcomes of the meetings are captured in the WF [1], [2], [3] and [4] . It should be noted that the WF was only noted and not agreed in RAN4#108 meeting. Some of the interoperability and testability issues require further discussion, as follows:
· [bookmark: _Hlk134788564]Test encoder / decoder for 2-sided models
· Interoperability aspects
· Other Interoperability aspects
In this paper, we provide some additional views on the topics listed above.
More detailed analysis of general aspects of AI/ML and Use case specific aspects are provided in our accompanying papers [6]and [7], respectively.
[bookmark: _Toc116995842]Discussion
Test encoder/decoder for 2-sided models
Agreements from RAN4#107 [2]
	Issue 3-3: Encoder/decoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options not precluded
Companies are invited to bring further input on merits/de-merits/feasibility of Options 1- 4.
Proponents of Option 6 should bring clarifications on how this option would be used to implement RAN4 tests.




Chairman notes from RAN4#108 [3]:
	Issue 3-1: Encoder/decoder for 2-sided model
· Proposals
· Option 1: keep only options 1 and 2
· Option 2: keep only option 3 
· Option 3: keep options 1, 2, 3, downselect 4 and 6
· Option 4: keep all options. There is no need to downselect in the SI phase, all options should be considered such that they are very well understood
· Downselect option 6? There are no inputs clarifying  how this works
· Agreement:
· Down-select option 6.




	Issue 3-2: Test encoder/decoder further discussion (not discussed)
· Proposals
· Option 1: pros/cons/ TE implementation issues/ high level test procedure
· Option 2: pros/cons/ TE implementation issues/ RAN4 testing issues(see table with definition of options in R4-2311780-Qualcomm)/high level test procedures
· Option 3: other inputs besides Option 1/2
· Recommended WF
· To be discussed



Agreements from RAN4#108bis [4]
	Issue 3-1: Test encoder/decoder option 4
Agreement: 
· Who builds the decoder? 
·  TE vendor should be able to develop  the decoder just based on the specifications 
· FFS what needs to be specified, RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance within the same bounds as with TE vendors
· FFS how similar the performance has to be among possible implementations
Companies are invited to bring further inputs for the following questions:
· Is there a standardized data set for this decoder? 
· Will decoder be shared with DUT vendors and infra vendors?

Test encoder/decoder options table
Issue 3-2: Test encoder/decoder options comparison table
Agreements:
For all options RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
	FFS exactly which parameters are needed




A possible implementation of a test decoder at the TE.
One of the agreements in the WF for “Issue 3-1: Test encoder/decoder option 4” is that TE vendor should be able to develop a decoder based on specification. In this section we propose a framework that can be used at the TE to collaborate with all the stake holders to generate a test decoder that can be partly or fully specified by 3GPP.
The architecture of the proposed framework is as illustrated in Figure 1.


[bookmark: _Ref142139980]Figure 1: High level architecture of the framework
The framework consists of the following main components:
Data Repository (Marked A in Figure 1) – This is a repository in which the training data from various sources is stored. The sources can be:
1. UE Vendors
2. Network Vendors
3. Test Equipment Vendors
The data can be both real field data and data synthesized using simulated environments.  
The content of this data set can be agreed between the sources listed above. And can also be specified (fully or partially) by 3GPP.
Training Framework (Marked B in Figure 1)
This component is responsible for training models for encoders and decoders that can be used in the test framework.
Train Hypothetical Encoder (Marked 1 in Figure 1): As this is not the actual encoder that is used by the vendors, hence the name hypothetical encoder. This is used in the framework to mitigate the requirement of an actual encoder used at the DUT which the UE vendors might not want to share. 
A Hypothetical Encoder (Marked 2 in Figure 1) is used to generate inference of the hypothetical CSI feedback, to serve as a training dataset together with synthetic target CSI. Which will be very close to the real Encoded CSI feedback. 
 Train Test Decoder (Marked 3 in Figure 1): the hypothetical CSI feedback from hypothetical encoder along with the synthetic target CSI (it is synthetic as the data is not directly based on the real world data but something that is derived out of the various data sets from various sources) will be used as the training dataset to train a Test Decoder.
A Test Decoder (Marked 4 in Figure 1) is a decoder that can be used by the test equipment to test against different encoders that are tested in the DUT. The source of the encoders are the UE vendors.
The Design and the characteristics of the Test Decoder can also be specified (Fully / Partially) by the 3GPP.
Once trained, the Test Decoder will be deployed in the Test Equipment for testing against the encoders in the DUT.
Note: Once the Test Decoder is generated:
1. The training set used to train and generate hypothetical encoder and the hypothetical CSI feedback can be shared with the UE vendors to improve their Encoders.
2. The training set used to train and generate test decoder and the reconstructed CSI feedback can be shared with the NW and TE vendors to improve their Decoders and Test decoders.
Testing Framework (Marked C in Figure 1)
The UE vendors can use the Synthetic Target CSI dataset along with the output of hypothetical encoder to train a Real Encoder (Marked as 5 in Figure 1) at their end. The Real Encoder (Marked 6 in Figure 1) can be deployed in the DUT for testing against the Test Decoder.
To test the functionality with two sided models, now the Test Equipment will be deployed with the generated Test Decoder. The DUT is deployed with the Real Encoder by the UE vendor. The CSI feedback that is encoded by the Real Encoder can be decoded with the Test Decoder and the performance can be compared and reported. 
Initially the Hypothetical Encoder might not be closer to reality, but periodically as and when the UE vendors update the data repository with real data the Hypothetical Encoder can move closer to a Real Encoder helping both the UE and the Network Vendors.
Alternatively, this potential issue can be alleviated by introducing Reference target CSI dataset which UE-vendors may need to align. Reference target CSI dataset should be specific enough to reflect UE device-specific variants, whereas should be generic enough to represent common input CSI over multiple involved UE vendors and their multiple chipsets/models. Hence there is a trade-off.
Distinguished Features of the proposed framework
1. A Test Decoder is designed, trained, and deployed that can cater to different Encoders designed by individual UE vendors.
2. The Test Decoder is designed in agreement with all the stake holders.
3. The Design and characteristics of the Test Decoder can be specified (fully / partially) by 3GPP.
4. The UE and the Network vendors need not to share the details of their encoder/decoder design.
5. The training data sets can be shared with stake holders to help them improve over time.
6. The stake holders can also help to improve the reference decoder by collaborating and sharing the data sets.
Some more details about this approach can also be found in our contribution in RAN1#114 [5].
[bookmark: _Toc149919597]The test decoder design will become much simpler if the stake holders can share their training data.
[bookmark: _Toc149919598]RAN4 should further discuss the collaborative approach to test decoder design where the training data is shared by all the stake holders.
Test Decoder parameters that can be specified in RAN4.
In this section we present our views on the potential parameters that can be specified at RAN4 for a test decoder.
The Table 1 below summarizes the different parameters for different Test decoder design options that are being discussed at RAN4.
	  
	Option 1 
	Option 2 
	Option 3 
	Option 4 

	Performance Parameters
	· Cosine similarity threshold 

· γ Threshold value (Note 1)
	· Cosine similarity threshold

· γ Threshold value
	· Cosine similarity threshold

· γ Threshold value
	· Cosine similarity threshold

· γ Threshold value

	Implementation Parameters
	· Encoder Input type (Note 2)

· Decoder Input size per Rank

· Decoder Output size/compression ratio per Rank

· Quantization level

· Type of Quantization

· Minimum Supported Ranks


	· Encoder Input type

· Decoder Input size per Rank

· Decoder Output size/compression ratio per Rank

· Quantization level

· Type of Quantization

· Minimum Supported Ranks


	· Encoder Input type

· Decoder Output size/compression ratio per Rank

· Quantization level

· Type of Quantization

· Model size (Note 3)

· Model architecture details (Note 4)

· Training Dataset

· Model training types

· Supported Ranks


	· Encoder Input type

· Decoder Input size per Rank

· Decoder Output size/compression ratio per Rank

· Quantization level

· Type of Quantization

· Maximum Model size

· Training Data-set size

· Training Data-set details

· Model training types

· Minimum Supported Ranks


[bookmark: _Ref149903776]Table 1: Parameters that can be specified for a test decoder at RAN4
Note 1: The definition of gamma can be modified for AI/ML applications,



Where, is throughput obtained at with random precoding and is the throughput measured at with AI/ML model implemented. 
Note 2: Encoder Input type: Examples can be - raw H matrix, eigen vectors of transmit co-variance matrix.

Note 3: Model size is number of trainable parameters.

Note 4: Example Parameters can be - architecture type (e.g., CNN, Transformer), Test decoder Input/output details, number of layers and other necessary model details.

[bookmark: _Toc149919599]Following parameters from Table 1 should be considered to ensure repeatability of the Tests - Encoder Input type, Decoder Input size per Rank, Decoder Output size/compression ratio per Rank, Quantization level, Type of Quantization, Supported Ranks.

[bookmark: _Toc149919600]RAN4 should further discuss the test decoder parameters from Table 1 for specification at RAN4.


Test encoder/decoder options table
As discussed in RAN4#108bis [3], we present below Table 2 updating our views on different aspects of the options presented to realize a test decoder.
The points in the table below are categorized into 3 types with different color coding as below.
· Advantages
· Issue
· Queries


	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 DUT vendor
	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	Options:  
1. RAN4 specifications FFS whether alignment with UE/gNB vendors is required,
2. Up to decoder implementer (TE vendor) FFS whether alignment with UE/gNB vendors is required
3. Combination of Option 1 and 2

Combination of 1 & 2 with alignment with the UE/gNB vendors is required.

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	Training up to DUT vendor
	- Type 1, NW side
- Type 3, sequential training
	- Type 1, 2 or 3 during specification phase
	- Type 1, 2 or 3 during specification phase
- Retraining/Fine-tuning up to TE vendor after specification phase.

	Test decoder verification procedure at TE and/or DUT
	- Not applicable as both encoder and decoder are provided by the DUT-UE vendor
- Verification of compatibility with the TE is required
	- Pre-deployment validation of the decoder may be considered
- Verification of compatibility with the TE is required
	It should not be needed as the decoder is fully specified after collaboration and agreement from all the stake holders.
	- Pre-deployment validation of the decoder may be considered


	Feasibility of test decoder verification procedure
	Not applicable as both encoder and decoder are provided by the DUT-UE vendor
	One feasible option may be that NW vendors provide a test encoder as well, or data confirming proper functioning of test decoder.
	It should not be needed as the decoder is fully specified after collaboration and agreement from all the stake holders.
	- ML models can be efficiently fine-tuned with well-known techniques if the architecture is known and finetuning 'hooks' are built in. The problem is to agree on the minimum level of performance to condition the fine tuning.

- Not so straight forward, as this needs some pre-agreed test encoder.

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	Low
1. There could be large performance mismatch with field performance due to mismatch between test decoder and field decoder implemented by gNB
2. Depends on the training data set
	High
Model which is similar with the test model could be used in the actual deployment by gNBs
	Low
There could be large performance mismatch with field performance due to mismatch between test decoder and field decoder implemented by gNB
	Medium/Low
1. The test decoder may have a large mismatch with the decoders deployed in the field, and UE may easily pass the test since UE could train the model based on the specified decoder.
2. May partially reflect the performance in real deployment based on specified parts of test decoder.
3. Depends on the data sets used for training.

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	1. TE will need to support a wide range of architectures/interfaces/algorithms (at least one per UE vendor). TE Computational resources requirements should be defined. No additional training required by TE vendor.
2. TE needs to cope with multiple decoders from multiple UE vendors
3. High
	1. TE will need to support a wide range of architectures/interfaces/algorithms (at least one per NW vendor). TE Computational resources requirements should be defined. No additional training required by TE vendor.
2. TE needs to cope with multiple decoders from multiple NW vendors
3. High
	Low
Least complexity required on the TE side
	Medium
TE vendors may be already aware of the basic characteristics of the model through partial specifications.
TE vendors will also be responsible for retraining/finetuning of the model.

	Specification Effort (e.g. test decoder)
	- Effort will be to ensure the minimum specification / agreement that is required for the decoder to be able to work with the TE? E.g., output of the decoder, complexity of the model

- minimum performance expected from the decoder
	- Effort will be to ensure the minimum specification/agreement that is required for the decoder to be able to work with an encoder? E.g., input to the decoder complexity of the model?

- minimum performance expected from the decoder
	- Significant efforts will be required in RAN4 to fully specify the decoder. 
- This would involve lengthy discussion, and cumbersome to manage the specification of the model characteristics. E.g., very high number of parameters, availability of agreed training data sets across vendors, model complexity/ architectural aspects of the test decoder
	- Less effort than option 3 but still significant efforts will be required. Most of it will be to align on what should go in partial specification and what can be left to vendor implementation. 
- As we increase the specified part of the decoder, it will be close to option 3 in terms of effort. We will face the listed issues from option 3.

- Could model retuning be done based on RAN4 specified test data (traces)?

- How to split the specified and un-specified parts of the test decoder?
-- Specify architecture only, let training be done by the provider.
-- Use option 3, and on top of it update the model with partial training/re-training.

- Who will be responsible for the un-specified part of the decoder?

- How to manage the un-specified part of the decoder?

	
	For all options RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
	FFS exactly which parameters are needed

	Confidentiality/IP issues
	Need to be considered.
DUT vendor might have to expose some aspects of the design to the TE vendor.
Depending on means used to share test decoder, TE vendors might require integrating source code from third party, which could even require licensing.
	Need to be considered.
Decoder vendor might have to expose some aspects of the design to the TE vendor.
Depending on means used to share test decoder, TE vendors might require integrating source code from third party, which could even require licensing.
	None
Decoder is fully captured in the specifications
	None
Depending on the source of data used for training the model to be specified, there might be confidentiality issues in this option.

	Applicability to different scenarios/conditions/ configurations
	- Cannot ensure that the decoder provided will be working for all the conditions / scenarios / configurations as it is very much DUT-UE vendor specific, closed loop testing.
- Not open to inter-operability. Totally DUT controlled tests.
- This is just as if the DUT vendor would test its developed solutions. If the TE cannot control anything, then this is not useful for conformance testing.

- How will the encoder provider ensure that single decoder can work across all TE vendors?
- Different decoders for different TEs?
	- Cannot ensure that the decoder provided will be working for all the conditions / scenarios / configurations as it is very much DUT-UE vendor specific, closed loop testing.
- Not open to inter-operability. Totally DUT controlled tests.
- This is just as if the DUT vendor would test its developed solutions. If the TE cannot control anything, then this is not useful for conformance testing.
How to ensure the decoder by the NW vendor works with any encoder with reasonable performance?
	- It should not be an issue since all stake holders will be aware of specified scenarios / test conditions / minimum configurations that need to be tested. 
- Corresponding encoder implementations can be straight forward. 
	It will be better than Option 3 as the un-specified part can help to retrain the model with additional data sets reflecting different scenarios / conditions / configurations.

	Complexity of actual testing procedure for the ecosystem
	- Low complexity to perform tests

- Relatively high complexity mainly to make the test decoder compatible with the encoders of various UE vendors
	- Low complexity to perform tests

- Relatively high complexity mainly to make the test decoder compatible with the encoders of various UE vendors
	- Low complexity to perform tests.

- High complexity overall to design the encoder-decoder, and then to maintain them, as ML techniques develop, and algorithms need regular updates.
	- Relatively high complexity mainly to make the test decoder compatible with the encoders of various UE vendors. Especially re-training

- High complexity overall to design the encoder-decoder, and then to maintain them, as ML techniques develop, and algorithms need regular updates.

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	Yes
	Yes
	No
	No/Maybe

	Relationship with reference decoder/encoder for defining requirement
	[Alt 1: same as reference decoder
May not be possible to define requirements as there could be larger performance gap among companies. The results may not be able to be calibrated.
Alt 2: different from reference decoder
UE may not pass the tests due to different test decoders are used for defining requirements and tests.]
Test decoder should be as close as possible in terms of performance to the reference decoder. Otherwise, there will be a gap in performance between test and field.
	[Alt 1: same as reference decoder
May not be possible to define requirements as there could be larger performance gap among companies. The results may not be able to be calibrated.
Alt 2: different from reference decoder
UE may not pass the tests due to different test decoders are used for defining requirements and tests.]

Test decoder should be as close as possible in terms of performance to the reference decoder. Otherwise, there will be a gap in performance between test and field.
	[Alt 1: same as reference decoder
Possible to define requirements and be able to calibrate results from companies.
Alt 2: different from reference decoder
There is no reason to specify test decoder different from that is used for defining requirements. ]
Test decoder should be as close as possible in terms of performance to the reference decoder. Otherwise, there will be a gap in performance between test and field.
	[Alt 1: same as reference decoder
There is good chance that the results among companies can be calibrated as the performance of the model could largely be decided by the specified part.
Possible to define requirements
Alt 2: different from reference decoder
There is no reason to specify different test decoder than that is used for defining requirements.]
Test decoder should be as close as possible in terms of performance to the reference decoder. Otherwise, there will be a gap in performance between test and field.

	Whether model transfer/delivery is needed during the test procedure
	[Yes]
	[Yes]
	[No]
	[No]


[bookmark: _Ref146734245]Table 2: Summary of the views on different options for the testing of 2-sided model
Interoperability aspects
Agreements from RAN4#108 [3]
	Issue 3-5: Interoperability aspects
[bookmark: _Hlk146616178]Companies are invited to bring inputs/comments on the interoperability analysis in R4-2313535 (table included below for reference).
Analysis of the interoperability aspects will be included in the TR.

	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI


· Recommended WF
· Discuss whether this should be captured in the TR and what changes are needed, if any



The previous RAN1 and RAN2 discussions and agreements have highlighted the following:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability [RAN1 #112bis]
· Functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG [RAN1 #112bis]
· Functionality-based LCM is the common baseline of the two LCMs in that it enables functionality-level management of AI/ML operations by NW for UE-side and two-sided models​ [RAN1 #114]
· RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g., activation/deactivation/switching) [RAN2 #123]
According to these, we believe it is more natural for RAN4 to first study the ML-enabled Functionality/Feature related inter-operability aspects, and only later address the ML model related aspects and only for the (sub)use cases where these mechanisms are identified in RAN1 and RAN2 as required.
[bookmark: _Toc146742001][bookmark: _Toc149919601]Based on the discussions and agreements in RAN1 and RAN2, it is more natural for RAN4 to first study the ML-enabled Functionality/Feature related inter-operability aspects, and only later address the ML model related aspects if needed.
Furthermore, the current scope of the Release 18 SI (Release 19 WI) is limited to use cases with collaboration level y. and the potential use cases with collaboration level x are not being addressed in RAN1 nor RAN2.
Therefore, we propose to modify the interoperability analysis table in R4-2313535 as indicated Table 3.
	
	ML Training
	Functionality based LCM (configuration/(de)activation/
switching/fallback)
	Functionality/Feature performance 

	NW-UE Collaboration 
Level-y
	N/A in Release 18
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability to be guaranteed by:
- Testing of Functionality-based LCM procedures
	Interoperability to be guaranteed by:
- Pre-deployment Functionality performance monitoring and validation.
- Post-deployment Functionality performance monitoring and validation.
· 


[bookmark: _Ref146721075]Table 3: RAN4 interoperability analysis with focus on ML-enabled Functionality/Feature related aspects for Release 18 use cases.
[bookmark: _Toc146742002][bookmark: _Toc149919602]RAN4 to adopt and capture in the TR the interoperability analysis Table 3 with focus on ML-enabled Functionality/Feature related aspects for Release 18 use cases.

Other interoperability/testability aspects
Agreements from RAN4#108 [3]
	Issue 3-6: Channel Models for testing
· Proposals
· Option 1: RAN4 should start discussing/developing CDL models
· Option 2: TDL models are enough
· Option 3: Postpone this discussion for now




Currently the requirements are based on the TDL channel modelling. The models used are TDLA30, TDLB100 and TDLC300. The TDL models are not the most appropriate for channel reporting because the special correlation aspect is not fully considered. Another aspect is time evolution of the channel model.
[bookmark: _Toc146742003][bookmark: _Toc149919603]A special channel model is needed instead of just TDL models that are currently used. More advanced models can be considered for the test such as CDL. Another aspect is time evolution of the channel model. 
[bookmark: _Toc146742004][bookmark: _Toc149919604]RAN4 to study whether TDL models are sufficient for the performance evaluation of AI/ML Enabled CSI feedback use-cases.

[bookmark: _Toc116995848]Conclusion
In this paper we share our views on potential RAN4 impacts from issues related to interoperability and testability aspects. Specifically, we cover following aspects for selected use cases:
· Test encoder / decoder for 2-sided models
· Interoperability aspects
· Other Interoperability aspects
In the paper, the following Observations and Proposals were made:
Observation 1: The test decoder design will become much simpler if the stake holders can share their training data.
Proposal 1: RAN4 should further discuss the collaborative approach to test decoder design where the training data is shared by all the stake holders.
Observation 2: Following parameters from Table 1 should be considered to ensure repeatability of the Tests - Encoder Input type, Decoder Input size per Rank, Decoder Output size/compression ratio per Rank, Quantization level, Type of Quantization, Supported Ranks.
	  
	Option 1 
	Option 2 
	Option 3 
	Option 4 

	Performance Parameters
	· Cosine similarity threshold 

· γ Threshold value (Note 1)
	· Cosine similarity threshold

· γ Threshold value
	· Cosine similarity threshold

· γ Threshold value
	· Cosine similarity threshold

· γ Threshold value

	Implementation Parameters
	· Encoder Input type (Note 2)

· Decoder Input size per Rank

· Decoder Output size/compression ratio per Rank

· Quantization level

· Type of Quantization

· Minimum Supported Ranks


	· Encoder Input type

· Decoder Input size per Rank

· Decoder Output size/compression ratio per Rank

· Quantization level

· Type of Quantization

· Minimum Supported Ranks


	· Encoder Input type

· Decoder Output size/compression ratio per Rank

· Quantization level

· Type of Quantization

· Model size (Note 3)

· Model architecture details (Note 4)

· Training Dataset

· Model training types

· Supported Ranks


	· Encoder Input type

· Decoder Input size per Rank

· Decoder Output size/compression ratio per Rank

· Quantization level

· Type of Quantization

· Maximum Model size

· Training Data-set size

· Training Data-set details

· Model training types

· Minimum Supported Ranks



Table 1: Parameters that can be specified for a test decoder at RAN4
Proposal 2: RAN4 should further discuss the test decoder parameters from Table 1 for specification at RAN4.
Observation 3: Based on the discussions and agreements in RAN1 and RAN2, it is more natural for RAN4 to first study the ML-enabled Functionality/Feature related inter-operability aspects, and only later address the ML model related aspects if needed.
	
	ML Training
	Functionality based LCM (configuration/(de)activation/
switching/fallback)
	Functionality/Feature performance 

	NW-UE Collaboration 
Level-y
	N/A in Release 18
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability to be guaranteed by:
- Testing of Functionality-based LCM procedures
	Interoperability to be guaranteed by:
- Pre-deployment Functionality performance monitoring and validation.
- Post-deployment Functionality performance monitoring and validation.
· 


Table 3: RAN4 interoperability analysis with focus on ML-enabled Functionality/Feature related aspects for Release 18 use cases.
Proposal 3: RAN4 to adopt and capture in the TR the interoperability analysis Table 3 with focus on ML-enabled Functionality/Feature related aspects for Release 18 use cases.
Observation 4: A special channel model is needed instead of just TDL models that are currently used. More advanced models can be considered for the test such as CDL. Another aspect is time evolution of the channel model.
Proposal 4: RAN4 to study whether TDL models are sufficient for the performance evaluation of AI/ML Enabled CSI feedback use-cases.
[bookmark: _Toc116995849]
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