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1. Introduction 
In RAN4#108bis RAN4 discussed the RAN4 impact with AI/ML in the air interface and way forward [1] was agreed.    
2. Discussion
Testability Issues
In RAN4#108bis the following agreements were made for interoperability and testing:
	Issue 3-1: Test encoder/decoder option 4

Agreement:
· Who builds the decoder? 
·  TE vendor should be able to develop  the decoder just based on the specifications 
· FFS what needs to be specified, RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance within the same bounds as with TE vendors
· FFS how similar the performance has to be among possible implementations





There are two remaining issues on this topic regarding the standardization of the training data set for the decoder and the necessity of sharing the decoder with DUT vendors and infra vendors:
Companies are invited to bring further inputs for the following questions:
· Is there a standardized data set for this decoder? 
· Will decoder be shared with DUT vendors and infra vendors?
Our view on standardizing the testing data set:
Standardized data set:
Cons: Complexity to collect data, reduces implementation flexibility, mismatches with real deployment,  
Pros: Reduce variability in the performance across different TE implementations. 
Data set not standardized:
Cons: Large performance variations, performance will depend on specific dataset from different NW vendors.
Pros: Accommodate the different in implementation flexibility, reduce mismatches with real deployment. 
Also, by taking into account the collaboration types, for type 1 UE side and type 3 UE first training, we suggest the training data shall be provided by UE vendor. For type 1 NW side and type 3 NW first training, the training data shall be provided by NW vendor. 

Observation 1:  With standardized data set: 
Pros: Reduce variability in the performance across different TE implementations. 
Cons: Complexity to collect data, reduces implementation flexibility, mismatches with real deployment,  

Observation 2:  Data set not standardized:  
Pros: Accommodate the different in implementation flexibility, reduce mismatches with real deployment. 
Cons: Large performance variations, performance will depend on specific dataset from different NW vendors.

Observation 3: UE vendor or NW vendor can potentially provide the training data set with Type1 or Type3 collaboration


Proposal 1: RAN4 further discuss whether the training data set should be standardized based on the above pros and cons

Regarding the second issue we would like to inquire about the following: 
· Why does the test decoder need to be shared with DUT or infra vendor? 
· Is the proposed decoder to be shared with DUT before or after training? 

Proposal 2: RAN4 further clarify: 
· Why does the test decoder need to be shared with DUT or infra vendor? 
· Is the proposed decoder to be shared with DUT before or after training? 

Regarding the option 4 we would like to inquire about the following: 
· Is the decoder and encoder (DUT) being trained at TE before testing?

Proposal 3: RAN4 further clarify in option 4: 
· Is the decoder and encoder (DUT) being trained at TE before testing?
  
Issue 3-2: Test encoder/decoder options comparison table

Agreement:
· For all options RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
In RAN4#108 there is a table proposed to collect company views on the options. We use the table to provide our updated response to the different options for encoder testing and test decoder in table 1 and for test encoder in table 2.  We highlight in yellow what has been agreed in WF [1]
Table 1: Options analysis for test decoder
	 
	Option 1: DUT provides decoder 
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially 
specified decoder

	Clarification of options

	Source of the test decoder 
	 DUT vendor


	Decoder vendor (infra vendor in case of testing UEs) 

	 RAN4 specification


	 TE vendor, decoder
 implementation based on 
RAN4 specifications


	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)

	For type 1 UE side and type 3 UE first the training data are provided by UE vendor. For type 1 NW side and type 3 NW first the training data are provided by NW vendor. 

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications

	Partial knowledge – based on the RAN4 specification 

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
* Note: RAN4 specification of training collaboration procedure before the test is not needed and simulation assumption on training/collaboration type can be discussed separately in the WI stage.

	Type1 with UE side training
Type3 with UE first training. UE provides the reference decoder as the test decoder to TE
	Type1 with NW side training
Type3 with NW first training 
Type2 depending on offline alignment between DUT vendor and decoder implementation.

	All three types are possible if RAN4 is successful in specifying a decoder.

	Any type of collaboration is possible depending on the alignment of the TE and DUT  


	Test decoder verification procedure at TE and/or DUT
	Up to the UE to guarantee the decoder works with the encoder. Tested at DUT
	The reference encoder used by NW should be made available to verify the decoder provided by NW. 
	 Should be guaranteed when specified, no need to test


	Needed (it needs to be proved that the decoder works such that any test failure is attributed to DUT only)



	Feasibility of test decoder verification procedure
	Verification feasible at DUT
	Feasible at TE with reference encoder from NW

	Feasible during specification effort
	Feasible at TE with reference encoder from NW if the training data is provided by NW vendor

Feasible at TE with reference encoder from UE if the training data is provided by UE vendor

 

	Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
	
	
	
	

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	Low
It could potentially be the same model used in testing and deployment with Type 1 UE side training 
But Model mismatches may happen in the field if network vendor would not use the test decoder (that was provided by the UE vendor) and was used during testing.


There are no model mismatches during the test. UE perfectly knows the decoder since it was designed by UE. This could result in UE passing the tests easily but fail in the field. (mismatch with a different decoder not designed by UE) 

	Low

It could potentially be the same model used in testing and deployment with Type 1 NW side training

The encoder(s) of UE vendor will need to match all the reference decoders provided by different network vendor. This could cause mismatches during the test as well as in the field.  


	Low

It could limit implementation of encoder model to work with the test decoder, or potentially lead to mismatch in model used for testing and in deployment
An encoder that passes the test with the test decoder may not work for the decoder in the field.
There is less flexibility in implementation with fully specified reference decoder. There could be a mismatch with the decoder in the field.  UE also loses its flexibility for implementing the encoder. UE can implement an additional encoder for the purpose of RAN4 test only.


	Low

With no knowledge of the full decoder, there might be a mismatch in encoder-decoder pair, as test decoder is only partially specified. It could limit implementation of encoder model to work with the test decoder, or potentially lead to mismatch in model


	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	High 
UE vendor provides trained model to TE.
TE has to support all the test decoders provided by different UE vendors
	High
NW vendor provides trained model to TE
TE needs to first verify the test decoder before it will be used for DUT testing
TE has to support all the test decoders provided by different network vendors

	High 
Assume no training needed, fully specified. Complex to ensure inter-operability with different UE vendor encoder models
	High  
Complex to ensure inter-operability with different UE vendor encoder models
Different performance may be achieved by different decoders implemented by TE vendors.


	Specification Effort (e.g. test decoder)
	Need not be specified

	Need not be specified
	High 
It would take a lot of time and effort to reach consensus on a test decoder model to be specified by RAN4
	High 
It would take a lot of time and effort to reach consensus on a test decoder model to be specified by RAN4

	Confidentiality/ IP issues
	Disclose to TE
	Disclose to TE

	Decoder already specified, and disclosed


	Decoder already specified, and disclosed

	Applicability to different scenarios/conditions/ configurations
	The model should be applicable for the scenarios/ configurations tested for in RAN4
	The model should be applicable for the scenarios/ configurations tested for in RAN4
	The model should be applicable for the scenarios/ configurations tested for in RAN4
 
	The model should be applicable for the scenarios/ configurations tested for in RAN4


	Complexity of actual testing procedure for the ecosystem
	Complex
	Complex
	Complex

	Complex

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	Yes
	Yes 
	No 
	No

	Relationship with reference decoder/encoder for defining requirement
	[Alt 1: same as reference decoder
May not be possible to define requirements as there could be larger performance gap among companies. The results may not be able to be calibrated.
Alt 2: different from reference decoder
UE may not pass the tests due to different test decoders are used for defining requirements and tests.]
More clarifications is needed
	[Alt 1: same as reference decoder
May not be possible to define requirements as there could be larger performance gap among companies. The results may not be able to be calibrated.
Alt 2: different from reference decoder
UE may not pass the tests due to different test decoders are used for defining requirements and tests.]


	[Alt 1: same as reference decoder
Possible to define requirements and be able to calibrate results from companies.
Alt 2: different from reference decoder
There is no reason to specify test decoder different from that is used for defining requirements. ]



	[Alt 1: same as reference decoder
There is good chance that the results among companies can be calibrated as the performance of the model could largely be decided by the specified part.
Possible to define requirements
Alt 2: different from reference decoder
There is no reason to specify different test decoder than that is used for defining requirements.]




	Whether model transfer/delivery is needed during the test procedure
	Yes
	Yes
	No
	No




Channel Models for testing 
The following section discusses the Issue 3-6: Channel models for testing
Based on the discussion in RAN4#108Bis-e, the following candidate methods for test data generations have been identified: 
· Proposals
· Option 1: Dataset based on TR 38.901, e.g. UMa channel, UMi channel – “legacy approach”
· Option 2: RAN4 should develop more complex models like CDL
· Option 3: Use field data – to be further clarified how this data is generated
· Option 4: postpone this discussion for now
· Recommended WF
· To be discussed
Option-3 for field dataset (data collected directly from field measurements) poses challenges because of the difficulty/cost to get field dataset which can be fully recognized by 3GPP.  It would be very challenging to employ such an option unless a fully trusted 3rd party undertakes the responsibility to develop and build such a field dataset. Moreover, it could be very challenging to guarantee that the proposed dataset covers many configurations/scenarios to aid the generalization of AI/ML functionality. Besides, different channel conditions (e.g., different SINR) will also affect the quality of channel measurement results. In cases where the reliability of channel information within the 3GPP framework cannot be assured, the utilization of a compromised dataset for training AI models could render the AI/ML-enabled functionality ineffective.
Observation 4: Building a test dataset generated from the field poses many challenges on the effort and quality of data.
On the other hand, for the selected AI/ML enabled use cases (CSI, beam management, positioning) in Rel-18, the dataset used for model training, model monitoring, and model inference is generated based on a statistical 3GPP channel model. The 3GPP channel model specified in TR 38.901 is primarily a statistical model with specific parameters designed to represent the wireless communication environment. Theoretically, it is quite feasible for AI and machine learning models to learn and adapt to these parameters if they are trained with datasets generated based on this statistical channel.
While AI/ML models can be trained using datasets generated from channel models, there is a critical distinction between simulated channel data and real-world channel data. Real-world channel conditions can be considerably more complex and variable, often deviating from the idealized conditions represented by statistical models. This discrepancy can indeed impact the performance evaluation of AI/ML models.
Using datasets generated exclusively from channel models for both model training and RAN 4 testing can lead to overly optimistic assessments of AI/ML models.

However, in real network, the realistic channel information is not so easy to be learned by AI/ML. 
Realistic channel information is challenging for AI/ML models to learn, and there can be an optimistic bias if performance evaluations rely solely on datasets generated by channel models.
The realistic channel information collected form the real world is critical for making AI/ML for air interface trustable, from training, and inference perspective.

CDL channels are not calibrated in RAN4 and they are difficult to employ for testing 

Proposal 4: Exclude CDL channel model from testing data
 
Proposal 5: Study the feasibility of current models employed in RAN4 requirements for testing AI/ML.  Based on this feasibility we could explore other options if necessary
Depending on the complexity of the test, is possible that the test environment cannot be representative enough due to test limitations (e.g., limited test duration), The test should be long enough to cover all possible states of the statistical variations of the random variables of the intending role/function we generate data for.  
Another issue is the robustness of the AI/ML model to noise. If the conditions during testing resemble a high SNR environment, then the DUT can easily pass the test but fail in the field due to low SNR conditions. If the conditions during testing resemble a low SNR environment, and the AI/ML model was trained under those conditions (low SNR) the AI/ML model was trained to reject noise and pass the test, but its performance could be compromised at high SNR.
In non-AI/ML schemes, an SNR estimator could guide the signal processing functionality to achieve best performance possible under the particular noise conditions and/or to guarantee a smooth performance degradation while transitioning from high to low SNR.  AI/ML schemes may not have this property of graceful degradation. Rather, due to nonlinearities, a drastic performance degradation could occur in unseen low noise scenarios for AI/ML schemes.
Proposal 6: Investigate the feasibility of defining tests that access the AI/ML performance under a wide range of SNR conditions while also keeping the testing burden low
3. Conclusion
In this paper, we provide our views on issues related to testability aspects for AI/ML. We also provide our views on the options for test decoder/encoder. Our observations and proposals are captured below:
Observation 1:  With standardized data set: 
Pros: Reduce variability in the performance across different TE implementations. 
Cons: Complexity to collect data, reduces implementation flexibility, mismatches with real deployment,  

Observation 2:  Data set not standardized:  
Pros: Accommodate the different in implementation flexibility, reduce mismatches with real deployment. 
Cons: Large performance variations, performance will depend on specific dataset from different NW vendors.

Observation 3: UE vendor or NW vendor can potentially provide the training data set with Type1 or Type3 collaboration
Proposal 1: RAN4 further discuss whether the training data set should be standardized based on the above pros and cons

Proposal 2: RAN4 further clarify: 
· Why does the test decoder need to be shared with DUT or infra vendor? 
· Is the proposed decoder to be shared with DUT before or after training? 

Proposal 3: RAN4 further clarify in option 4: 
· Is the decoder and encoder (DUT) being trained at TE before testing?

Observation 4: Building a test dataset generated from the field poses many challenges on the effort and quality of data.
Proposal 4: Exclude CDL channel model from testing data

Proposal 5: Study the feasibility of current models employed in RAN4 requirements for testing AI/ML.  Based on this feasibility we could explore other options if necessary
Proposal 6: Investigate the feasibility of defining tests that access the AI/ML performance under a wide range of SNR conditions while also keeping the testing burden low
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