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1. Introduction
[bookmark: _Hlk149842433]From RAN4#106-bis, RAN4 has intensively discussed AI/ML for NR air interface. Although RAN4 reached some consensuses, there are still many open items. The previous agreements and open items are summarized in [1]. This contribution proposes test encoder/decoder requirements for option 4 and provides opinions for comparison table between each option.
2. Discussion
2.1. Test encoder/decoder option 4
In previous meeting, RAN4 reached following agreements:Agreement: 
· Who builds the decoder? 
·  TE vendor should be able to develop  the decoder just based on the specifications 
· FFS what needs to be specified, RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance within the same bounds as with TE vendors
· FFS how similar the performance has to be among possible implementations
Companies are invited to bring further inputs for the following questions:
· Is there a standardized data set for this decoder? 
· Will decoder be shared with DUT vendors and infra vendors?

For Option 4, the decoder is developed by each TE vendor and test repeatability should be ensured. In order to bound the output variation within certain range, at least data set for this decoder should be standardized. If data set is standardized and other vendors can develop a decoder which can deliver similar performance, DUT vendors and infra vendors can prepare the reference decoder and performance is similar, thus the decoder developed by TE vendor is not needed to be shared with them. 
Proposal 1: The data set used for the decoder training should be standardized to bound the output variation within certain range and ensure the repeatability.
Proposal 2: If data set is standardized and other vendors can develop a decoder which can deliver similar performance, DUT vendors and infra vendors can prepare the reference decoder and performance is similar, thus the decoder developed by TE vendor is not needed to be shared with them.
2.2. Test encoder/decoder options comparison table
Proposal 3: For some issues, we provide our opinion in the table below (yellow highlighted):
	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	It should be specified  to bound the output variation within certain range and ensure the repeatability

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type)
	No collaboration is defined because DUT vendor develops both encoder and decoder, or this can be included in all the Types
	Type 1 or 3. It depends on source of decoder training data.
	No collaboration is defined because decoder model is fully specified, or this can be included in all the Types
	Type 3 according to the assumption that training data set is standardized and decoder model is not needed to be shared.

	Test decoder performance verification procedure at TE and/or DUT
	TE side verification is needed. Since the decoder is developed by DUT, it should be verified at TE
	TE side verification is needed. Since the decoder is developed by DUT, it should be verified at TE
	Not needed because  decoder model is fully specified
	Not needed because TE develops the decoder

	Feasibility of test decoder verification procedure
	
	
	
	

	Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
	
	
	
	

	

	Reflection on the real deployment (knowledge of model, training type, etc.)
	Probably low. It depends on the training data
	Probably high. It depends on the training data
	Low. It is difficult to reflect the real deployment to standardized model 
	Probably low. . It depends on the training data

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	
	
	
	

	Specification Effort (e.g. test decoder)
	
	
	
	

	Confidentiality/ IP issues
	
	
	
	

	Applicability to different scenarios/conditions/ configurations
	It depends on generalization test procedure
	It depends on generalization test procedure
	It depends on generalization test procedure
	It depends on generalization test procedure

	Complexity of actual testing procedure for the ecosystem
	
	
	
	

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	Yes, DUT vendor can update decoder model
	Yes, decoder implementer can update decoder model
	No, it needs discussions how to specify
	Yes, TE vendor can update decoder model

	Relationship with reference decoder/encoder for defining requirement
	Reference encoder/decoder is not needed to be considered according to the agreements in ad-hoc session in #108 [2]
	Reference encoder/decoder is not needed to be considered according to the agreements in ad-hoc session in #108 [2]
	Reference encoder/decoder is not needed to be considered according to the agreements in ad-hoc session in #108 [2]
	Reference encoder/decoder is not needed to be considered according to the agreements in ad-hoc session in #108 [2]

	Whether model transfer/delivery is needed during the test procedure
	Not needed
	Not needed
	Not needed
	Not needed



3. Conclusion
In this contribution, we proposed our views on interoperability and testability aspects discussions for NR AI/ML.
Proposal 1: The data set used for the decoder training should be standardized to bound the output variation within certain range and ensure the repeatability.
Proposal 2: If data set is standardized and other vendors can develop a decoder which can deliver similar performance, DUT vendors and infra vendors can prepare the reference decoder and performance is similar, thus the decoder developed by TE vendor is not needed to be shared with them.
Proposal 3: For some issues, we provide our opinion in the table below (yellow highlighted):
	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	It should be specified  to bound the output variation within certain range and ensure the repeatability

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type)
	No collaboration is defined because DUT vendor develops both encoder and decoder, or this can be included in all the Types
	Type 1 or 3. It depends on source of decoder training data.
	No collaboration is defined because decoder model is fully specified, or this can be included in all the Types
	Type 3 according to the assumption that training data set is standardized and decoder model is not needed to be shared.

	Test decoder performance verification procedure at TE and/or DUT
	TE side verification is needed. Since the decoder is developed by DUT, it should be verified at TE
	TE side verification is needed. Since the decoder is developed by DUT, it should be verified at TE
	Not needed because  decoder model is fully specified
	Not needed because TE develops the decoder

	Feasibility of test decoder verification procedure
	
	
	
	

	Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
	
	
	
	

	

	Reflection on the real deployment (knowledge of model, training type, etc.)
	Probably low. It depends on the training data
	Probably high. It depends on the training data
	Low. It is difficult to reflect the real deployment to standardized model 
	Probably low. . It depends on the training data

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	
	
	
	

	Specification Effort (e.g. test decoder)
	
	
	
	

	Confidentiality/ IP issues
	
	
	
	

	Applicability to different scenarios/conditions/ configurations
	It depends on generalization test procedure
	It depends on generalization test procedure
	It depends on generalization test procedure
	It depends on generalization test procedure

	Complexity of actual testing procedure for the ecosystem
	
	
	
	

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	Yes, DUT vendor can update decoder model
	Yes, decoder implementer can update decoder model
	No, it needs discussions how to specify
	Yes, TE vendor can update decoder model

	Relationship with reference decoder/encoder for defining requirement
	Reference encoder/decoder is not needed to be considered according to the agreements in ad-hoc session in #108 [2]
	Reference encoder/decoder is not needed to be considered according to the agreements in ad-hoc session in #108 [2]
	Reference encoder/decoder is not needed to be considered according to the agreements in ad-hoc session in #108 [2]
	Reference encoder/decoder is not needed to be considered according to the agreements in ad-hoc session in #108 [2]

	Whether model transfer/delivery is needed during the test procedure
	Not needed
	Not needed
	Not needed
	Not needed
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