3GPP RAN WG4 Meeting #109	R4-2318281
Chicago, U.S., November 13 – November 17, 2023

Title: 	General aspects on AIML for NR air interface
Source: 	CATT
Agenda item:	8.21.1
[bookmark: DocumentFor]Document for:	Discussion
Introduction
In RAN4#108bis meeting, some issues related to general aspects on AI/ML for NR air interface were discussed and a few agreements are achieved and captured in WF [1]. However, many issues need more discussions [2]. In this contribution, we present our views on those issues to facilitate discussion.
Discussion
Generalization goals
In last meeting, a general generalization goal was defined with some open issues left: 
	· Agreement
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations
· FFS on details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· FFS on what the minimum level performance for each identified scenario and/or configuration is
· FFS on what the significant degradation for other scenarios and/or configurations is


Regarding the configurations, we firstly need to clarify what can be configured for the test. According to RAN1 discussion, two terminologies are defined, i.e., condition and additional condition, for both functionality-based LCM and model-based LCM. 
Conditions are associated with UE capability for the AI/ML-enabled feature/FG which are necessary for AI/ML functionalities/models to work properly and achieve an expected performance. A prerequisite to be conditions is that the conditions need to be standardized. 
Additional condition is defined by RAN1 in #114bis meeting: 
	Agreement – RAN1#114bis
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion


Both condition and additional condition is use case-specific. And which aspects should be considered as conditions/ additional conditions will be discussed by RAN1 in each sub use case agenda. Hence, RAN4 can wait for RAN1 progress on configurations and discusses the details of test scenarios first.
Observation 1: Conditions/additional conditions are use case-specific and will be discussed by RAN1 in WI phase. 
Proposal 1: RAN4 waits for RAN1 progress on configurations and discuss details of test scenarios first.
There may be two categories of the ‘configurations’ in agreement: the configurations can refer to the UE configurations or the propagation condition-related configurations. 
For the 1st category: the minimum level performance, in our opinion, should probably be defined for scenarios rather than configurations. A simple example is used to demonstrate the view. According to RAN1#114 agreement, model ID can be reported by UE after models are identified where the model ID can be a condition. In fact, UE could have several models which have different model IDs and can fulfil the same purpose. As discussed above, different model IDs mean different configurations, in which case RAN4 does not need to define different performances. But if the configurations affect UE capabilities. e.g., number of Rx chains, different performances may be required. The details can be discussed in WI phase when scenarios/configurations are clear. 
For the 2nd category: different configurations can refer to the test scenario changes, and the different minimum level performances are required, e.g., the channel model change. 
Proposal 2: Minimum level performances are scenario/configuration-specific and can be discussed in WI phase.
Since performance requirements are defined case by case, degradation should be discussed in the same manner. And for the same case, there may be multiple approaches that are able to assess the degradation. For example, it can be considered that the performance is significantly degraded in other scenarios when it degrades x% or x dB compared with that in identified scenarios. 
Proposal 3: Performance degradation should be discussed case by case. And different approaches may be able to assess the degradation in one scenario/use case.
Handling of generalization in tests
Regarding the handling of generalization in tests, a baseline is determined in last meeting. A more complicated method, i.e., option2, needs further study, where the propagation conditions change during one test with UE configurations fixed.
	· Agreement: 
· Take the modified Option 1 as the baseline
· Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined.
· FFS on Option 2
· In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined


The details of Option2 are copied below:
	· Option 2: RAN4 defines one test and changing different propagation conditions within the test. Therefore the same AI/ML model is tested under different propagation conditions to verify it’s generalizability and robustness. (environment changes during the test)
· “morphing test concept”
· Inference data set varied or picked from dataset used for another scenario


In our opinion, both methods in option2 are able to verify the generalization ability of AI/ML functionalities/models, and whether this option is used in tests depends on TE implementation. 
Proposal 4: Whether option 2, i.e., RAN4 defines one test and changing different propagation conditions within the test, is used to verify the generalization ability in tests depends on TE implementation. 
RAN4 Testing goals
In RAN4#108, Huawei proposed the following testing goals [x]: 
	RAN4 AI/ML testing goal is identified from the following options.
· [bookmark: _Hlk143023305]Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· [bookmark: _Hlk143023331]Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test.


In our view, the two options are two different assessment levels of performance. The option 1 mainly focuses on the performance of AI/ML models. Usually, a good AI/ML model performance is the prerequisite of a good system-level performance. Besides, assessing the model performance is a key procedure of model monitoring. Regarding option 2, since the overall performance gain is the final objective of introducing AI/ML models. It should be one of RAN4 testing goal to verify whether or not the performance gain of AI/ML models can be achieved from the system perspective. Therefore we prefer to keep both options at current stage. 
Proposal 5: Regarding the testing goal, option 3 (option 1 and option 2 depending on the test) is preferred. 
Requirements for data collection
In last meeting, whether to define requirements for data collection was not discussed. Regarding delay requirements, RAN2 has some assumptions in RAN2#122 meeting [3] and RAN1 confirmed these assumptions in RAN1#114 [5]: 
	For the latency requirement of data collection, RAN2 assumes:
· for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection
· for model inference, when required data comes from other entities, there is a latency requirement for data collection
· for model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.


In our understanding, if the collected data are not transferred between entities (online-training is deprioritized now), then there is no need to define delay requirements. But if data are collected for inference and monitoring, which are time-critical or near-real-time, and need transferring between entities, the delay requirements are required. The details can be FFS when data collection procedure is defined. 
Similar mechanism of defining delay requirements in TS 38.133 can be referred. For example, the delay can be from the moment the data report is triggered or entity starts to send data to the moment the entity successfully receives the reported data. 
Proposal 6: RAN4 to define delay requirements for data collection when data are transferred between different entities for inference or monitoring. Similar delay definition in TS 38.133 can be referred, e.g., delay is the period from the moment when data report is triggered to the moment when the entity successfully receives the reported data. Details are FFS when data collection procedure is defined.
“Ground truth” in RAN4
In lasting meeting, one issue is about the “ground truth in RAN4” and some options are proposed shown below:
	· Proposals
· Option 1: Ground truth is the UE measured “raw data” at the baseband – channel estimation output, RSRP measurement output, etc
· This is observed after part of the UE Rx processing chain
· Option 2: Ground truth is the input at the UE antenna ports – instantaneous channel at the UE antenna ports, instantaneous RSRP at the antenna port, etc
· Option 3: Discuss on a use case by use case basis
· Option 4: Others


In our understanding, this issue is related to the selection of test reference point. Considering that the legacy selection principles for different types of equipment or different frequency ranges vary, the reference points may also be different for AI/ML-enabled equipment tests when the output data are different in use cases. Hence, we prefer to discuss this issue case by case.
Proposal 7: RAN4 to discuss the ground truth case by case since it is related to reference point selection which varies for different types of equipment (UE/gNB) and FR. 
Conclusions
This paper discussed the general issues for AIML for NR air interface, and the following proposals are provided: 
Observation 1: Conditions/additional conditions are use case-specific and will be discussed by RAN1 in WI phase. 
Proposal 1: RAN4 waits for RAN1 progress on configurations and discuss details of test scenarios first.
Proposal 2: Minimum level performances are scenario/configuration-specific and can be discussed in WI phase.
Proposal 3: Performance degradation should be discussed case by case. And different approaches may be able to assess the degradation in one scenario/use case.
Proposal 4: Whether option 2, i.e., RAN4 defines one test and changing different propagation conditions within the test, is used to verify the generalization ability in tests depends on TE implementation. 
Proposal 5: Regarding the testing goal, option 3 (option 1 and option 2 depending on the test) is preferred. 
Proposal 6: RAN4 to define delay requirements for data collection when data are transferred between different entities for inference or monitoring. Similar delay definition in TS 38.133 can be referred, e.g., delay is the period from the moment when data report is triggered to the moment when the entity successfully receives the reported data. Details are FFS when data collection procedure is defined. 
[bookmark: _GoBack]Proposal 7: RAN4 to discuss the ground truth case by case since it is related to reference point selection which varies for different types of equipment and FR.
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