	
[bookmark: Title][bookmark: DocumentFor][bookmark: OLE_LINK1][bookmark: OLE_LINK2]3GPP TSG-RAN WG4 Meeting # 108bis	R4-2316467
Xiamen, China, October 09 – October 13, 2023
[bookmark: Source]Agenda item:	5.21.1
Source:	MediaTek Inc.
Title:	Discussion on general aspects of RAN4 AIML requirements
Document for:	Discussion
1 Introduction
In RAN4#108 meeting, lots of issues on general aspects for RAN4 AIML requirements had been discussed and following agreements were achieved as below [1]. 

	Issue 1-4: AI/ML model complexity
· The practical processing capability and implementation complexity for device under test should be assumed when specifying RAN4 requirements.
· The UE capability may be needed to handle different complexity for one side and two-side models.
· The complexity of UE should also be studied when making assumption on BS side model, and vice versa.
Issue 1-9: Encoder/decoder terminology for two sided model 
Only use test encoder/decoder, no need for reference encoder/decoder
Issue 1-10: TR Update comments
Comments to provide comments on the TP proposed by CAICT by the next meeting
Further discuss the TR structure based on RAN4 progress
Issue 1-11: Terminology update 
Follow RAN1 terminology
Proposed changes in R4-2312741 are endorsed
Issue 1-5:  Requirements for LCM 
Wait for agreements from other WGs to have a concrete RAN4 discussion 


In this contribution, we discuss following issues:
· Requirements for generalization 
· Requirements for LCM
2 [bookmark: _Hlk92380727]Discussion
2.1	Requirements for generalization 
There are several approaches to verify the performance across different scenarios/configurations/sites [2]. 
	Various approaches for achieving good performance across different scenarios/configurations/sites are studied, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.


To discuss requirements for generalization performance with changing scenarios/configurations, RAN4 can first discuss about testing goal. 
· [bookmark: _Hlk145870175]Option 1: To verify the inference performance of some specific AI/ML model with non-stationary scenarios/configurations
· Option 2: To verify AI/ML function with non-stationary scenarios/configurations
For Option 1, the inference performance is verified with non-stationary scenario/configurations without model switch/update. Therefore, UE cannot switch/update the AI/ML model during the test with non-stationary scenarios/configurations and RAN4 should discuss how to prevent model switching during the test. 
For Option 2, with model monitoring, it is possible that UE will perform model switching/update to fit into a new scenario/configuration. If UE switch/update the AI/ML model during the test, the performance of some specific AI/ML model cannot be verified. We think it is more related to the test of model motoring/model switching/update and less related to the inference performance test of some specific AI/ML model under non-stationary scenarios/configurations. As it allows UE to switch/update the model, then it is difficult to tell the failure in test is due to model switching/update or model inference.
Observation 1: If the testing goal of generalization is to verify inference performance for some specific AI/ML model, the AI/ML model cannot be switched/updated during the generalization test.
Observation 2: If it allows UE to perform model switching/update to adapt the change of scenarios/configurations, it is difficult to tell the test failure is due to model switching/update or model inference.
Besides, for Option 1, RAN4 needs to have different discussion for each use case as the generalization capability is different when considering distinct use case. If some use case considered in RAN1 is capable for generalization, RAN4 can consider defining requirements to verify generalization by using non-stationary scenarios/configurations. However, RAN4 should not define requirements for generalization if the used case for AL/ML is not good for generalization. Take CSI prediction as an example, the results from RAN1 show that AI/ML models can attain good performance if the UE speed of the training data is the same as that of the testing data, while the performance is worse if the UE speed of the training data is different from that of the testing data. Besides, the AI/ML model trained by the mixed dataset shows moderate performance on each scenario of different UE speeds. For this case, RAN4 should not define requirements to verify generalization. When defining the requirements to verify generalization, RAN4 should discuss whether the use case is capable for generalization. Also, there are lots of different scenarios can be taken into consideration for generalization, for example, generalization over different RBs, generalization over different UE speed, generalization over different deployment. RAN4 should discuss how many scenarios and what scenarios used in defining generalization requirement. 
Observation 3: Not all use cases considered in RAN1 are good for generalization. Take CSI prediction as an example, the results from RAN1 show that AI/ML models can attain good performance if the UE speed of the training data is the same as that of the testing data, while the performance is worse if the UE speed of the training data is different from that of the testing data. Besides, the AI/ML model trained by the mixed dataset shows moderate performance on each scenario of different UE speeds.
Observation 4: There are lots of different scenarios can be taken into consideration for generalization, for example, generalization over different RBs, generalization over different UE speed, generalization over different deployment. 
Based on above observations, we have the following proposal.
Proposal 1: If the testing goal for generalization is to verify the inference performance of some specific AI/ML model with non-stationary scenarios/configurations. RAN4 should discuss
· how to prevent model switching/update during the test
· the generalization capability for the considered use case 
· which scenarios used in defining generalization requirement
2.1	LCM requirements 
Model/Functionality select/switch/activate/deactivate/fallback
[bookmark: _Hlk134700872]RAN4#108 discussed how to define LCM requirements and reached the agreement of waiting for other WGs.  In our view, to define LCM requirements, three factors should be considered. The first one is whether there is any trigger indication, e.g., explicit command or trigger conditions. The second one is whether there is any indication of the related operation finished or whether change on NW behavior is expected when the related operation finished. These two factors depend on RAN1/2 design and are likely different for different use cases. Especially, if there is no indication of related operation finished and no change on NW behavior expected, maybe we don’t need to define related LCM delay requirement. Although RAN1 and RAN2 have some concrete agreements already, we think it is not sufficient to support concrete RAN4 discussion. The last factor is how many states AI/ML model have and what status change expected in each LCM procedure, e.g., during model switching whether it is purely turning on/off a model or UE needs to load the model from one module to another. If UE needs some time to load the model or parameters, then model/function complexity may have impact on the delay requirements. We think RAN4 can put more effort on discussing the last factor.
Proposal 2: Further discuss how many states of AI/ML model may have and what status change expected in each LCM procedure.

Model/Functionality monitoring
Model/Functionality monitoring includes monitoring active and inactive Model/Functionality. We copy RAN1 agreement for inactive Model/Functionality monitoring here for information. In our view, RAN4 does not need to define requirements for all options, e.g., Assessment/Monitoring based on input/output data distribution and based on performance of other UEs. 
	RAN1#113
Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.



For each use cases, RAN1 had discussed the metrics used for monitoring but there is no conclusion yet. There are still several alternatives on table. Whether and how to define requirements for Model/Functionality monitoring highly depends on RAN1 conclusion. We don’t think RAN1 will continue to cut down on the alternatives in SI. Then it will be difficult for RAN4 to have concrete discussion. We suggest not discussing whether and how to define requirements for Model/Functionality monitoring in R18 SI stage.
Proposal 3: Not to discuss whether and how to define requirements for Model/Functionality monitoring in R18 SI stage anymore.
Model update/transfer/delivery
For Model update/transfer/delivery, there are mainly two steps. The first step is transferring or delivering the model parameters and/or model structure from one side to another, e.g., from OTT server to UE. The second step is that UE loads the model to its hardware. In our understanding, RAN4 does not need to define the requirements for the first step. For the second step, we think more discussion is necessary. It depends on how long the loading time needed and what interruption on DL and UL will be caused. If the loading time and interruption time are too long, it may not be practical to support reactive Model update/transfer/delivery in connected mode.
Proposal 4: Discuss the impact on DL and UL of loading AI/ML model to hardware before discussing whether and how to define requirements for Model update/transfer/delivery. 
3 Conclusion
In this contribution, provide our views about the general aspects for RAN4 AIML requirements. The observations and proposals are summarized as below.
Observation 1: If the testing goal of generalization is to verify inference performance for some specific AI/ML model, the AI/ML model cannot be switched/updated during the generalization test.
Observation 2: If it allows UE to perform model switching/update to adapt the change of scenarios/configurations, it is difficult to tell the test failure is due to model switching/update or model inference.
Observation 3: Not all use cases considered in RAN1 are good for generalization. Take CSI prediction as an example, the results from RAN1 show that AI/ML models can attain good performance if the UE speed of the training data is the same as that of the testing data, while the performance is worse if the UE speed of the training data is different from that of the testing data. Besides, the AI/ML model trained by the mixed dataset shows moderate performance on each scenario of different UE speeds.
Observation 4: There are lots of different scenarios can be taken into consideration for generalization, for example, generalization over different RBs, generalization over different UE speed, generalization over different deployment.  
Proposal 1: If the testing goal for generalization is to verify the inference performance of some specific AI/ML model with non-stationary scenarios/configurations. RAN4 should discuss
· how to prevent model switching/update during the test
· the generalization capability for the considered use case 
· which scenarios used in defining generalization requirement
Proposal 2: Further discuss how many states of AI/ML model may have and what status change expected in each LCM procedure.
Proposal 3: Not to discuss whether and how to define requirements for Model/Functionality monitoring in R18 SI stage anymore.
Proposal 4: Discuss the impact on DL and UL of loading AI/ML model to hardware before discussing whether and how to define requirements for Model update/transfer/delivery. 
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