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1	Introduction
During recent RAN4 meetings, discussion has started in general, interoperability and testing considerations in RAN4. In this contribution we discuss some general and interoperability issues that are applicable for all use cases, including the relationship between model monitoring and RAN4, considerations on generalization, the reference diagrams that were briefly considered at RAN4#108 and the interoperability levels.
[bookmark: _Ref178064866]2	Discussion
2.1 RAN4 core requirements for monitoring

During RAN4#107, there was some discussion on whether RAN4 core requirements could be defined and be applicable for deployed equipment for monitoring performance. The WF was further study, and was expressed as follows:

Issue 1-6: Performance monitoring tests 
Option 3: RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM

It is important to clarify the WF to some extent. Firstly, the term model monitoring used in option 3 might be understood as referring to monitoring of a specific, identifiable model. It can be considered whether, assuming model identification and management within the context of RAN, RAN4 core requirements could form part of monitoring specific models. However, it may be that model management and switching is not visible to RAN if RAN handles AI at the level of functionality. In this case, it may be that monitoring of the performance of the functionality is used to determine whether the AI is performing to expectation in a particular environment and activate / deactivate / take action depending on the result.
[bookmark: _Toc142657376][bookmark: _Toc146719172]It is not clear whether issue 1-6 and the conclusion is referring to observation of specific models or performance monitoring of the AI functionality.
[bookmark: _Toc142485294][bookmark: _Toc146719192]Assume that performance monitoring requirements in the field would apply for functionality monitoring.

Secondly it is important to clarify that once equipment is deployed, it will no longer be able to be subject to test-house evaluation using test equipment. Rather, RAN1/2 procedures would need to be used for assessing performance against a RAN4 defined requirement. The purpose of using such an assessment would be to offer to the network a standardized metric for managing AI functionality, it would not be for declaring equipment to be compliant / non-compliant, since assessment in this manner would not necessarily be well controllable in terms of consistency of environment, measurement uncertainty etc. Since compliance would not be assessed in this manner, the discussion may be more about how to define an appropriate, standardized metric that can be understood by all network and UE vendors and not about setting a minimum requirement value for performance monitoring.
[bookmark: _Toc142657377][bookmark: _Toc146719173]Measurement of performance of a UE against RAN4 metrics in the field would be by means of RAN1/RAN2 procedures, not test equipment
[bookmark: _Toc142657378][bookmark: _Toc146719174]It is not envisaged that compliance testing would be performed in the field. Development of standardized metrics for comparing performance may be of interest, but minimum requirements may not be.

For assessing the performance of AI in UEs, the assessment could be performed in one of two ways:
· The network uses information available to it to evaluate the performance. The development of a RAN4 metric for such monitoring might imply standardization of information to be provided to the network for such assessment.
· The UE uses information available to it to evaluate the performance and sends the result of the evaluation to the network.

If the network assesses the performance based on the metric, then some level of ground truth is likely to be needed on an occasional basis. This may consist of, for example, the target CSI for CSI compression, measured CSI for CSI prediction, or measured best beam or RSRP measured for all beams for beam prediction. A key question would be whether the information provided to the network really is ground truth, considering that e.g., measurements include measurement uncertainty. 
[bookmark: _Toc142657379][bookmark: _Toc146719175]If measurement reports are provided to the network for monitoring the performance of an AI functionality, RAN4 should consider how accurately the measurement reports would really relate to ground truth.

Even if the provided information does not correspond to ground truth exactly, if it corresponds to ground truth with a known and reasonably low uncertainty, it could still be used at a coarse level for determining whether the AI functionality is within reasonable performance bounds or is failing.
[bookmark: _Toc142657380][bookmark: _Toc146719176]Even if the reported information does not correspond with exact accuracy to ground truth, it may still be useful for a coarse metric on model performance.

If the performance monitoring involves defining a metric that can be compared and understood for different gNB/UEs together with some standardized information that can be used by the network for assessing the metric, then it might be debated whether RAN4 needs to have a role. Possibly it could be that RAN4 defining the performance metric could be helpful, or it could be that RAN4 might define accuracy requirements on information reported to assess compliance to the metric.
[bookmark: _Toc142657381][bookmark: _Toc146719177]If performance monitoring consists of standardized information being periodically sent to the network to assess an assumed metric, the extent of RAN4 involvement should be discussed. It may be for the metric itself, or just the accuracy requirements on the reported information.

The other option for assessing the performance of UE based AI is for the UE to determine performance of the AI functionality compared to a metric and send the result to the network. The UE could, for example determine the accuracy of CSI compression or prediction by comparison to the target CSI (this would only work if it would have access to a known decoder) for compression or for prediction measured CSI, possibly determining a simple metric such as CSI error variance between model and measurement, or intermediate metrics as discussed in RAN1. For beam management, the UE could compare the model output with occasional direct measurement over all beams. For positioning, the UE could compare the model output with position obtained by other means. As with the network side, the “ground truth” might have inaccuracy and thus the accuracy of the prediction might be questioned. Support might be needed in the specifications, for example by means of provision of additional reference signals for measurement on an occasional basis.

For RAN4, consideration might be given as to whether a requirement could be defined on the accuracy of the UE report on model performance/reliability. A requirement would be in the form of an expectation that if the UE would report a performance or reliability level of X, then the actual performance/reliability would correspond to X to within a reasonable margin. As a simple example, consider a UE report of the error variance of a predicted CSI. The requirement would state that the predicted CSI should correspond to the actual CSI at an average rate corresponding to the reported accuracy (with a margin). 
[bookmark: _Toc142657382][bookmark: _Toc146719178]If the UE reports performance or reliability information, RAN4 could set requirements on the minimum accuracy for the performance/reliability report.

A UE report on model performance/reliability could be assessed using test equipment as part of compliance testing. Test equipment is able to generate stimulus signals under known conditions (i.e., known channel conditions hence known target CSI, position, beam etc.). Hence during a test, the TE is able to compare the model output, claimed model performance/reliability and actual model performance/reliability. In the simple example, the TE can compare the predicted CSI with ground truth CSI and compute the error variance and then compare that to the UE signalled error variance. The TE might also/instead apply a drift to the conditions (sudden, or gradual, or incremental) and test how long it takes for the UEs model monitoring and reporting to respond to the change. 
What may be difficult is for the specification to force model operation at various different performance/reliability levels, since this would depend on the model(s) implementation and training, which may not be well known when requirements are set and may differ between different vendors.
[bookmark: _Toc142657383][bookmark: _Toc146719179]Testing of a requirement on the accuracy of reliability / performance reporting could be done in a test-house as part of compliance testing, since TE could generate ground truth and assess the real reliability/performance.
[bookmark: _Toc142657384][bookmark: _Toc146719180]It may not be straightforward for a test specification to force different levels of reliability/performance for testing a metric.

At this stage, it is not clear to us whether a RAN4 requirement and RAN5 test on a UE performance/reliability metric is feasible. However, since such metrics could be useful for the network to take appropriate actions in managing AI functionality and since comparability between performance metrics reported from different UEs would be essential to be able to take advantage of the metrics, we believe that further study is useful. The study may well need to be on a per use case basis.
[bookmark: _Toc142485295][bookmark: _Toc146719193]RAN4 discuss further the feasibility of a requirement and test for UE reliability/performance reporting for monitoring of UE sided models.

2.2 Generalization testing

In the context of this section, the term generalization refers in general to the ability of the AI functionality to maintain performance in all deployment scenarios and configurations. An alternative would be for the standard to define subsets of deployment scenarios, and for an AI functionality to be declared to support one or more of these scenarios. Generalization then refers to the ability of the AI functionality to perform within all conditions that fall within the boundaries of the scenarios that the functionality is declared to support.
Scenarios in which AI functionality is trained for a highly specialized scenario (e.g. positioning in a particular room) are not considered in this section when discussing generalization.
It was agreed at RAN4#106bis that generalization should be studied. It is important to bear in mind that it is not within the RAN4 scope to cause models to be generalizable. RAN4 requirements should ensure that compliant models demonstrate that they generalize when the requirements are tested.
[bookmark: _Toc135052196][bookmark: _Toc142657385][bookmark: _Toc146719181]The task in RAN4 is to study how to provide requirements and tests that prove that an AI model can generalize.
It is useful to consider that different types of current requirements differ in whether generalization would be captured as part of the requirement or as part of the test conditions. Demodulation requirements are usually specified in a specific fading channel and modulation configuration. Other requirements, such as measurement time, or RF requirements do not capture many details of the configuration under which the requirement is to be met and are more generally applicable. However, test requirements capture specific configurations that are to be used for testing. In the following discussion, the mention of generality of requirements may refer to the core requirements themselves or may refer to test conditions, depending on the type of requirement.
The degree to which non-AI algorithms can generalize has not been studied extensively and is not known. There is an assumption that the requirement/test conditions provide sufficient test coverage that non-AI algorithms will achieve a reasonable performance over a reasonable range of conditions assuming that the minimum requirement is met in the test condition. However, what is a reasonable range of conditions and what is a reasonable performance outside of the test condition is not captured in the specification or any TR. Due to their deterministic design, it is expected that non-AI algorithms degrade gracefully when operating outside of the test conditions.
[bookmark: _Toc142657386][bookmark: _Toc146719182]The limits of non-AI algorithm performance when encountering different conditions to the requirement/test conditions are not captured in any specification or TR.
[bookmark: _Toc142657387][bookmark: _Toc146719183]To perform as well as non-AI, AI models should be as generalizable as non-AI algorithms. 

Demonstrating generalization is a non-trivial task. A brute force approach would be to define a large number of requirements/test conditions and require the model to meet the requirement in each one of them. This would involve an impractical amount of work in defining all of the requirements, and also an impractically long test time.
Depending on the use-case, for some use cases it might be expected that the model performance degrades gracefully with changes in the scenario. If this is the case, then the behaviour of the AI model may be similar to the behaviour of a deterministic algorithm and a limited number of requirement / test points may be sufficient. How the AI model behaviour varies is likely to depend on the use-case. Generalization behaviour is studied in RAN1, and RAN4 should seek to obtain information from RAN1 on whether the AI behaviour generalizes smoothly.
[bookmark: _Toc135052197][bookmark: _Toc142657388][bookmark: _Toc146719184]It is important to understand, for each use case, whether the AI model generalizes smoothly and what level of performance degradation is seen.
[bookmark: _Toc135052208][bookmark: _Toc142485296][bookmark: _Toc146719194]RAN4 get an understanding (e.g., from RAN1) of how graceful the degradation of AI model performance with changing scenario parameters is expected to be for each of the use cases.

In case the AI behaviour does not degrade or generalize smoothly, testing of requirements generally involves running the equipment over a sufficiently large number of slots such that a statistically valid test result can be obtained. Running the requirement in N multiple conditions would in principle involve running it for the required number of slots N times. An alternative would be to change the parameters much more often, potentially even every slot. For example, for a demodulation requirement the model could be presented with a new delay spread, Doppler etc. every slot or every few slots.
Such an approach would have an advantage of significantly reducing test time and exposing the AI model to a large number of different conditions over which it should generalize. It would be able to measure average performance across all conditions. However, it would not detect if the model would fail in some conditions and perform well in others, leading to a reasonable average but large variation (although potentially more complex metrics for performance could be devised to consider the spread of performance).
[bookmark: _Toc135052198][bookmark: _Toc142657389][bookmark: _Toc146719185]If the generalization behaviour of the model is not smooth, testing under a large variety of short samples of different conditions could be considered.
[bookmark: _Toc135052209][bookmark: _Toc142485297][bookmark: _Toc146719195]Where AI degradation is not smooth with changing parameters (for an AI model not trained over a wide enough range of scenarios), RAN4 study possible mechanisms for testing generalizability.

Such an approach would obviously not work if the model would expect a time correlation between slots (for example, for CSI prediction). Also, if the UE would, for example autonomously switch models to adapt to conditions then rapidly varying the conditions would obviously break the model switching algorithm. The usefulness of this kind of approach would need to be assessed on a use-case specific basis.

An alternative approach for generalizability is to determine RAN4 requirements for some specific conditions that correspond to typical operator conditions, and then not imply that the AI model can function outside of these conditions. An operator would need to consider their deployment and activate AI when they are confident that the conditions would be similar enough to the RAN4 tests. There is some similarity between this approach and the RAN4 requirements today, which are defined for certain cells and conditions (although, even though not explicitly stated in the specifications, some degree of generalizability is assumed). This may not be a preferrable approach as the degree of tolerance of a model to small variations in the conditions would be unknown, and the requirement might not really ensure that the model is deployable.

2.3 Reference diagrams
In the WF from RAN4#108bis [1], it is suggested to comment on the reference diagrams from R4-2313085 and R4-2313535.
The diagrams from R4-2313085 are reproduced below for clarity:
[image: A diagram of a process

Description automatically generated]

[image: A diagram of a diagram

Description automatically generated]

The diagrams from R4-2313535 are as follows:
[image: cid:image001.png@01D9B366.50877130]
[image: cid:image002.png@01D9B366.50877130]
The difference between the diagrams in the two contributions are minor. In R4-2313535 the DUT and TE is identified and some more information flows are depicted; e.g. model control of the decoder and feedback of the decided CSI to the performance verification for the two sided model.
· The diagrams contain a box marked test scenario generator, indicating that it contains a channel model and some configuration data. This appears to suppose that the test data is generated from channel models. Although a valid approach, use of channel models to generate the test dataset has not yet been discussed and decided.
· The “AI/ML model control” is provided from the test equipment. This is workable as far as AI model control from the RAN is standardized. For aspects of model control outside of the scope of RAN, then the control may be needed to be provided from the DUT vendor rather than the test equipment. Alternatively, the model control may be within the DUT. The entity on the DUT side appears however to consider functionality based control as an alternative to model control. Some clarification of these functions may be needed as model/functionality based control was not yet decided in other WG.
· The “model/functionality monitoring feedback” may itself be subject to RAN4 requirements and testing, as discussed in section 2.1.
· The DUT box does not indicate the possibility AI deactivation and reversion to non-AI.

2.4 Interoperability aspects 
The WF from RAN4#108 [1] suggested discussion of the following table be discussed further:

	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI



The table should focus on RAN4 aspects of the collaboration levels.
Regarding the first column, it has been agreed that training should not be subject to consideration in RAN4. It can be noted that training is not subject to RAN4 requirements and tests. What should also be noted is that there is still a need to discuss whether, if training data is exchanged over standardized interfaces, there should be RAN4 accuracy requirements on training data.
[bookmark: _Toc146719186]Regarding training, there is no need for RAN4 to consider training procedures. However accuracy requirements on training data may be considered if the data is exchanged over standardized interfaces.
The second column is about LCM. From a RAN4 perspective, there are at least two considerations for LCM. For model monitoring, as discussed in section 2.1, RAN4 needs to consider whether it is useful to define requirements relating to model monitoring reports in order that the network can receive consistent and reliable reports between different UEs.
[bookmark: _Toc146719187]For LCM, RAN4 should consider whether requirements on accuracy/reliability of model monitoring reports should be devised.
Furthermore, for collaboration level x, there is no monitoring. In principle, this is because the AI is transparent to the network. However, if the AI behaves different to legacy devices then no means exists in the network to monitor the AI performance, which may in some circumstances lead to inefficient scheduling and management of UEs.
[bookmark: _Toc146719188]Collaboration level x does not seem to provide a means of monitoring or reacting to AI performance. If AI performance characteristics would differ to non-AI, then this may cause inefficiencies in RRM, scheduling and management of UEs.
Another aspect of LCM is that actions such as model switching/activation/deactivation may have RRM like requirements associated with them considering interruption time, activation time etc. For collaboration level x, we assume that since LCM is not part of the RAN, there should be no such requirements and an assumption of no interruptions. For the other collaboration levels then requirements should be considered.
[bookmark: _Toc146719196]For collaboration level x, no LCM requirements on interruption time, activation timer etc. are considered.
[bookmark: _Toc146719189]For collaboration levels y and z, for LCM there may be a need to consider RRM like requirements on interruption, activation time etc.
For model inference, it is not entirely clear what is meant by “interoperability guaranteed by use case KPI” in the RAN4 context. RAN4 requirements will be defined at least for compliance testing prior to placing devices on the market, and these requirements and tests should have sufficient test coverage to ensure generalization etc. as described in section 2.2. Another aspect is whether, prior to model update (regardless of the collaboration level), compliance testing of the update on representative hardware should be performed and whether this should be captured in the specification.

[bookmark: _Toc146719190]For model inference, there is a need to consider whether the requirement and testing coverage is sufficient to ensure generalization (and/or whether this is possible)
[bookmark: _Toc146719191]For model inference, there is a need to consider whether performance should be tested for model updates on representative hardware prior to distribution and how/whether this should be captured in the specification.
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	4/4	
Conclusion
In the previous sections we made the following observations: 
Observation 1	It is not clear whether issue 1-6 and the conclusion is referring to observation of specific models or performance monitoring of the AI functionality.
Observation 2	Measurement of performance of a UE against RAN4 metrics in the field would be by means of RAN1/RAN2 procedures, not test equipment
Observation 3	It is not envisaged that compliance testing would be performed in the field. Development of standardized metrics for comparing performance may be of interest, but minimum requirements may not be.
Observation 4	If measurement reports are provided to the network for monitoring the performance of an AI functionality, RAN4 should consider how accurately the measurement reports would really relate to ground truth.
Observation 5	Even if the reported information does not correspond with exact accuracy to ground truth, it may still be useful for a coarse metric on model performance.
Observation 6	If performance monitoring consists of standardized information being periodically sent to the network to assess an assumed metric, the extent of RAN4 involvement should be discussed. It may be for the metric itself, or just the accuracy requirements on the reported information.
Observation 7	If the UE reports performance or reliability information, RAN4 could set requirements on the minimum accuracy for the performance/reliability report.
Observation 8	Testing of a requirement on the accuracy of reliability / performance reporting could be done in a test-house as part of compliance testing, since TE could generate ground truth and assess the real reliability/performance.
Observation 9	It may not be straightforward for a test specification to force different levels of reliability/performance for testing a metric.
Observation 10	The task in RAN4 is to study how to provide requirements and tests that prove that an AI model can generalize.
Observation 11	The limits of non-AI algorithm performance when encountering different conditions to the requirement/test conditions are not captured in any specification or TR.
Observation 12	To perform as well as non-AI, AI models should be as generalizable as non-AI algorithms.
Observation 13	It is important to understand, for each use case, whether the AI model generalizes smoothly and what level of performance degradation is seen.
Observation 14	If the generalization behaviour of the model is not smooth, testing under a large variety of short samples of different conditions could be considered.
Observation 15	Regarding training, there is no need for RAN4 to consider training procedures. However accuracy requirements on training data may be considered if the data is exchanged over standardized interfaces.
Observation 16	For LCM, RAN4 should consider whether requirements on accuracy/reliability of model monitoring reports should be devised.
Observation 17	Collaboration level x does not seem to provide a means of monitoring or reacting to AI performance. If AI performance characteristics would differ to non-AI, then this may cause inefficiencies in RRM, scheduling and management of UEs.
Observation 18	For collaboration levels y and z, for LCM there may be a need to consider RRM like requirements on interruption, activation time etc.
Observation 19	For model inference, there is a need to consider whether the requirement and testing coverage is sufficient to ensure generalization (and/or whether this is possible)
Observation 20	For model inference, there is a need to consider whether performance should be tested for model updates on representative hardware prior to distribution and how/whether this should be captured in the specification.


Based on the discussion in the previous sections we propose the following:
Proposal 1	Assume that performance monitoring requirements in the field would apply for functionality monitoring.
Proposal 2	RAN4 discuss further the feasibility of a requirement and test for UE reliability/performance reporting for monitoring of UE sided models.
Proposal 3	RAN4 get an understanding (e.g., from RAN1) of how graceful the degradation of AI model performance with changing scenario parameters is expected to be for each of the use cases.
Proposal 4	Where AI degradation is not smooth with changing parameters (for an AI model not trained over a wide enough range of scenarios), RAN4 study possible mechanisms for testing generalizability.
Proposal 5	For collaboration level x, no LCM requirements on interruption time, activation timer etc. are considered.


[bookmark: _In-sequence_SDU_delivery]References
[bookmark: _Ref174151459][bookmark: _Ref189809556]R4-2314740, WF on RAN4 requirements for NR AI/ML, Qualcomm, RAN4#108, August 2023
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