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1. Introduction 
In RAN4#108 RAN4 started the discussion on RAN4 impact with AI/ML in the air interface and way forward [1] was noted.  In this contribution we present our views on testability with AI/ML in air interface.   
2. Discussion
In RAN4#107 the following agreements were made for interoperability and testing:
	Issue 3-3: Encoder/decoder for 2-sided model
Agreement:
· Down select option 6.



On the testing framework 2-sided the following options are on the table and we need to analyze them in the SI and capture them in TR 38.843:
Issue 3-3: Encoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
Observation #1:  For Option 3 - Fully specified model means the model and weights are captured in RAN4 specification.
Proposal #1:  Confirm that for option 3 model and weights are fully specified in RAN4 specification. 

Observation #2:  For Option 4 – It is not clear what partially specified means. Is only the architecture of the model or is the model is specified, but training is left to TE.
Proposal #2:  Further clarify what option 4 – partially specified model means. If only architecture of model is specified, or model is specified with training left to TE. 
In RAN4#108, it was agreed to update the terminology to use test encoder/decoder. We propose to update the terminology in options to use test decoder/encoder. 

Proposal #3:  Update the wording in options 1-4 to use test decoder/encoder as - 
For UE under test - 
Option 1: Test decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
Option 2: Test decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
Option 3: The test decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
Option 4: The test decoder(s) are partially specified and captured in RAN4 spec.

For gNB under test - 
Option 1: Test encoder is provided by the vendor of the decoder under test so that the encoder and decoder are jointly designed and trained
Option 2: Test encoder is provided by the vendor of the encoder(UE) so that the encoder and decoder are jointly designed and trained
Option 3: The test encoders(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
Option 4: The test encoders(s) are partially specified and captured in RAN4 spec.
In RAN4#108 there was a table proposed to collect company views on the options. We use the table to provide our response to the different options for encoder testing and test decoder in table 1 and for test encoder in table 2.
Table 1: Options analysis for test decoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 UE vendor
	NW vendor
	RAN4 spec

	RAN4 spec and TE vendor


	Source of decoder training data
	No additional training is needed at TE since UE vendor gives the model after training
	No additional training is needed at TE since NW vendor gives the model after training
	 If model is fully specified, no additional training is needed
	UE vendor provides training data to TE for training. 

	DUT vendor knowledge of the test decoder
	 Complete
	 No knowledge
	 Complete
	partial based on what is specified

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	 Type 1 with UE side training
Type 3 training with UE first
	 Type 1 with NW side training
Type 3 with NW first training
	 This is possibly the parallel training under Type 3 which was not further discussed in RAN1
	Unsure as it is not clear what is partially specified

	Test decoder verification procedure at TE and/or DUT
	 Up to the UE to guarantee the decoder works with the encoder. Tested at DUT
	 The reference encoder used by NW should be made available to verify the decoder provided by NW
	 Should be guaranteed when specified, no need to test
	 Unsure

	Feasibility of test decoder verification procedure
	Feasible at DUT
	Feasible at TE with reference encoder from NW 
	During specification effort
	Unsure

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	It could potentially be the same model used in testing and deployment with Type 1 UE side training 
	 It could potentially be the same model used in testing and deployment with Type 1 NW side training
	 It could limit implementation of encoder model to work with the test decoder, or potentially lead to mismatch in model used for testing and in deployment
	 With no knowledge of the full decoder, there might be a mismatch in encoder-decoder pair, as test decoder is only partially specified. It could limit implementation of encoder model to work with the test decoder, or potentially lead to mismatch in model

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 UE vendor provides trained model to TE
	 NW vendor provides trained model to TE
	 Assume no training needed, fully specified. Complex to ensure inter-operability with different UE vendor encoder models
	 Train the model. Complex to ensure inter-operability with different UE vendor encoder models

	Specification Effort (e.g. test decoder)
	 Need not be specified
	 Need not be specified
	 It would take a lot of time and effort to reach consensus on a test decoder model to be specified by RAN4
	  It would take a lot of time and effort to reach consensus on a test decoder model to be specified by RAN4

	Confidentiality/IP issues
	 Disclose to TE
	Disclose to TE
	decoder already specified, and disclosed
	 decoder already specified, and disclosed

	Applicability to different scenarios/conditions/ configurations
	 The model should be applicable for the scenarios/ configurations tested for in RAN4
	 The model should be applicable for the scenarios/ configurations tested for in RAN4
	 The model should be applicable for the scenarios/ configurations tested for in RAN4
	 The model should be applicable for the scenarios/ configurations tested for in RAN4

	Complexity of actual testing procedure for the ecosystem
	complex
	complex
	complex
	complex



Table 2: Options analysis for test encoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test encoder
	 NW vendor
	UE vendor
	RAN4 spec

	RAN4 spec and TE vendor


	Source of encoder training data
	No additional training is needed at TE since NW vendor gives the model after training
	No additional training is needed at TE since UE vendor gives the model after training
	 If model is fully specified, no additional training is needed
	UE vendor provides training data to TE for training. 

	DUT vendor knowledge of the test encoder
	 Complete
	 No knowledge
	 Complete
	partial based on what is specified

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	 Type 1 with NW side training
Type 3 training with NW first
	 Type 1 with UE side training
Type 3 with UE first training
	 This is possibly the parallel training under Type 3 which was not further discussed in RAN1
	Unsure as it is not clear what is partially specified

	Test encoder verification procedure at TE and/or DUT
	 Up to the NE to guarantee the decoder works with the encoder. Tested at DUT
	 The reference decoder used by UE should be made available to verify the encoder provided by UE
	 Should be guaranteed when specified, no need to test
	 Unsure

	Feasibility of test encoder verification procedure
	Feasible at DUT
	Feasible at TE with reference decoder from UE 
	During specification effort
	Unsure

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	It could potentially be the same model used in testing and deployment with Type 1 NE side training 
	 It could potentially be the same model used in testing and deployment with Type 1 UE side training
	 It could limit implementation of decoder model to work with the test encoder, or potentially lead to mismatch in model used for testing and in deployment
	 With no knowledge of the full decoder, there might be a mismatch in encoder-decoder pair, as test encoder is only partially specified. It could limit implementation of decoder model to work with the test encoder, or potentially lead to mismatch in model

	TE requirements to deploy the encoder (e.g. training, complexity, interoperability)
	 UE vendor provides trained model to TE
	 NW vendor provides trained model to TE
	 Assume no training needed, fully specified. Complex to ensure inter-operability with different NW vendor encoder models
	 Train the model. Complex to ensure inter-operability with different NW vendor encoder models

	Specification Effort (e.g. test encoder)
	 Need not be specified
	 Need not be specified
	 It would take a lot of time and effort to reach consensus on a test decoder model to be specified by RAN4
	  It would take a lot of time and effort to reach consensus on a test decoder model to be specified by RAN4

	Confidentiality/IP issues
	 Disclose to TE
	Disclose to TE
	Encoder already specified, and disclosed
	 Encoder already specified, and disclosed

	Applicability to different scenarios/conditions/ configurations
	 The model should be applicable for the scenarios/ configurations tested for in RAN4
	 The model should be applicable for the scenarios/ configurations tested for in RAN4
	 The model should be applicable for the scenarios/ configurations tested for in RAN4
	 The model should be applicable for the scenarios/ configurations tested for in RAN4

	Complexity of actual testing procedure for the ecosystem
	complex
	complex
	complex
	complex






3. Conclusion
In this paper, we provide our views on issues related to testability aspects for AI/ML. We also provide our views on the options for test decoder/encoder. Our observations and proposals are captured below:
Observation #1:  For Option 3 - Fully specified model means the model and weights are captured in RAN4 specification.
Proposal #1:  Confirm that for option 3 model and weights are fully specified in RAN4 specification. 

Observation #2:  For Option 4 – It is not clear what partially specified means. Is only the architecture of the model or is the model is specified, but training is left to TE.
Proposal #2:  Further clarify what option 4 – partially specified model means. If only architecture of model is specified, or model is specified with training left to TE.
Proposal #3:  Update the wording in options 1-4 to use test decoder/encoder as - 
For UE under test - 
Option 1: Test decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
Option 2: Test decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
Option 3: The test decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
Option 4: The test decoder(s) are partially specified and captured in RAN4 spec.

For gNB under test - 
Option 1: Test encoder is provided by the vendor of the decoder under test so that the encoder and decoder are jointly designed and trained
Option 2: Test encoder is provided by the vendor of the encoder(UE) so that the encoder and decoder are jointly designed and trained
Option 3: The test encoders(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
Option 4: The test encoders(s) are partially specified and captured in RAN4 spec.
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