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Introduction
We present our view on the scope of AI/ML work item in this contribution.
Discussion
LCM Related Requirements
LCM related procedures are based on legacy signaling framework or transferring/delivery model as data transmission. Given that RAN4 can’t define requirements on data transmission delay, which is connection condition dependent, legacy framework for RRC/MAC-CE/DCI based core requirements is sufficient for LCM related core requirements, including delay and interruption.
Model monitoring procedure discussed in RAN1 may require UE to estimate the intermediate KPI in the two-sided model, and therefore RAN4 may need to study the feasibility of defining the performance requirements for the intermediate KPI estimation. To be more specific, we propose the principles for potential requirement definition for the following RAN1 evaluation case 2-2 from RAN1#112bis-e:
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, the model monitoring methodology is considered as:
· Step1: Generate test dataset including K test samples
· FFS how to obtain the K test samples
· Step2: For each of K test samples, a bias factor of monitored intermediate KPI () is calculated as a function of , where  is the actual intermediate KPI, and  is the genie-aided intermediate KPI.
· Step3: Calculate the statistical result of the  over K test samples which represents the monitoring accuracy performance.
· Note:  is introduced for the evaluation and comparison purpose; it may not be available in the real network.
· Note: the complexity, overhead and latency of the monitoring scheme are reported by companies. FFS how to evaluate latency.
We focus on case 2-2:
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.

Proposal 1: If requirements are needed, the following principles can apply to study how to derive the UE-side performance metric estimation for monitoring requirements that can accommodate different types of proper UE implementations
· The accuracy requirement should verify whether the performance metric reported by the UE reflects the two-sided model performance, e.g., by verifying if the reported performance metric has enough correlation with the observed performance (e.g., throughput).

Test Dataset Generation
Based on the discussion in the previous meetings, we don’t see significant issue identified for using legacy RAN4 requirement propagation conditions to generate test data/signals in the relevant use cases.
Proposal 2: RAN4 considers the propagation conditions used in legacy tests as baseline for AI/ML model testing. Modifications on channel model or introduction of new channel models from RAN1 evaluation setup in R18 SI can be considered for specific use cases if the necessity is recognized by RAN4. 
Generalization and Robustness
Observation 1: When the same AI/ML model is used throughout the test procedures w/o update/switch, the following two test setups for verification against different propagation conditions are the same from testing AI/ML model perspective as long as test durations of each propagation condition are comparable:
· One test with propagation conditions changed from A to B in the middle of the test
· Two separated tests, one with propagation condition A and the other with propagation condition B.

Based on the above observations, we propose the following for generalization/robustness tests:
Proposal 3: Generalization and robustness test scope should focus on the AI/ML model inference performance without LCM procedures under different propagation conditions, and the LCM related procedures can be tested separately.
Proposal 4: If RAN4 decides to test the generalization and robustness of AI/ML model inference performance without LCM procedures, the following options can be considered:
· Option 1: RAN4 defines multiple tests with different propagation conditions. In each of the test, TE signals the same model ID, and therefore the same AI/ML model is tested under different propagation conditions to verify it’s generalizability and robustness.
· Option 2: RAN4 defines one test and changing different propagation conditions within the test. Therefore the same AI/ML model is tested under different propagation conditions to verify it’s generalizability and robustness.
We propose to consider option 1 as the baseline option, and if any agreed performance requirements can’t be verified by option 1, but option 2 or other options can cover those requirements, RAN4 can revisit it. 
Status Summary and Suggestions for TR
We summarize the discussion from the previous meetings in the following table. Based on the progress of each topic, we recommend that the following topics and the corresponding agreement can be captured in TR:
Proposal 5: TR draft can capture the studies/agreements in the following issues based on the current progress
· General aspect of complexity
· KPI for the requirement in different use cases
· Two sided model: test model options

	Issue/topic category/subcategories
	Issues to be studied (itemized, descriptions) from the contributions
	Existing agreement or proposed resolution options based on previous WF

	General test conditions/scopes
	Complexity
	
	Agreement:
The practical processing capability and implementation complexity for device under test should be assumed when specifying RAN4 requirements.
The UE capability may be needed to handle different complexity for one side and two-side models.
The complexity of UE should also be studied when making assumption on BS side model, and vice versa.

	
	Online training
	
	Agreement:
RAN4 does not need to study requirements/tests for training

	
	Data collection
	FFS if requirements for data collection (in particular for training, or latency) could/need be defined
	

	LCM
	General
	· RAN4 could evaluate feasibility of requirements/tests for LCM
· Study Post deployment verification
	

	
	Model monitoring
	RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM
· Metrics/KPI to use
· Model update
· The feasibility of defining requirement
	

	
	Signaling (latency/interruption) related core requirement (switching/ activation etc)
	Discuss further if new procedures are introduced by other WGs; overhead reduction
	Agreement:
Use the legacy framework for RRC/MAC-CE/DCI based core requirements as baseline

	
	Model transfer/delivery
	Study the requirement
	

	Test dataset
	Test dataset from field data
	Study the feasibility of using field dataset

	

	
	Test dataset generated by TE
	Study the potential issues/necessary adjustments of generating test data by models in TR 38.901 or by RAN4 assumptions
	

	Generalization/ robustness
	Test generalization
	· Study the monitoring/measurement reporting 
· Study whether the use case is suitable for generalization
· Study minimum requirement 
· Study/LS asking RAN1 how much degradation is expected when changing the environment
	Proposed options
· Option 1: randomly selected M from N scenario [statistical significance]
· Option 2: changing condition during the test (fixed rule or random)


	
	Requirement granularity
	
	Proposed options
· Option 1: feature based
· Option 2: model based
· Option 3: scenario based

	Test setup/scope for use cases
	CSI
	
	Agreement:
PMI reporting framework (follow PMI vs. random PMI test, use of γ as criteria, etc.) to be taken as starting point for CSI related tests

	
	Beam prediction
	Study enhanced requirement of RSRP reporting for network prediction
	

	KPI for requirement
	CSI
	Study signaling overhead reduction
	Agreement:
Throughput – absolute throughput or relative throughput. If not applicable, other KPIs are not precluded


	
	Beam prediction
	
	Proposed options:
· Option 1: RSRP accuracy
· Option 2: beam prediction accuracy :Top-1(%), Top-K(%)
· Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
Related measurement accuracy can be considered to determine x

	
	Positioning
	Study accuracy requirement when RAN1 agrees to define new type of report, e.g., CIR/PDP
	Proposed options:
· Option 1: positioning accuracy: Ground truth vs. reported, only option available for direct positioning
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: PRS RSRP

	Two sided model
	Test model
	
	Table noted in R4-2314740

	
	Reference model
	
	



General RAN4 Testing Framework
[bookmark: Title][bookmark: DocumentFor]In the WF[1], we have the following agreement:
Companies are invited to provide further analysis/clarifications on the logical models to be used/considered for the RAN4 AI/ML testing framework after RAN1/2 reach agreement on diagram for AI/ML framework. Block diagrams for UE-side testing in R4-2309317 can be taken as reference. FFS whether and how the reference block diagram can be provided for gNB-side testing.
We have the following observation of block diagram in R4-2309317 (figure below):
One sided
[image: ]
Two sided
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Observation 2: A few issues are identified in block diagram proposed in R4-2309317
· Signals from DUT to TE is directly or indirectly subject to verification. Given that TE is a verification device itself and verification is done based on the signal from DUT to TE, the verification blocks in the TE seems to be redundant.
· The ground truth information for the performance monitoring block is missing, which might come from TE as network assistance information.
· Data collection/generation is missing in the block diagrams.

Based on the above observations, we propose the following testing framework block diagram for AI/ML:
Proposal 6: RAN4 consider the following block diagram to capture the listed open issues studied in AI/ML RAN4 interoperability and testabilityTest configuration
Data generator 
AI/ML model
Model control/ signaling
AI/ML model
Performance monitoring
DUT
Data collection
TE


· Inference tests: under a static configuration, TE verifies the performance of AI/ML model based on the output it produces with possible post processing by TE’s reference AI/ML model, if two-sided model is considered.
· Model management related tests: DUT executes the actions triggered by model control or associated signaling, and TE verifies the reaction on the DUT AI/ML model against the defined requirement.
· Two sided model: TE has AI/ML models connected with DUT AI/ML models, and the AI/ML models in the TE are part of the test.
· Data collection: RAN4 can collect (emulated) data from DUT AI/ML model output and/or data generator in TE.

Note that some of the reporting/monitoring mechanisms are subject to RAN1 agreed procedures and not necessarily feasible/required for RAN4 discussion.
[bookmark: _Hlk131691359]
Conclusion
Proposal 1: If requirements are needed, the following principles can apply to study how to derive the UE-side performance metric estimation for monitoring requirements that can accommodate different types of proper UE implementations
· The accuracy requirement should verify whether the performance metric reported by the UE reflects the two-sided model performance, e.g., by verifying if the reported performance metric has enough correlation with the observed performance (e.g., throughput).

Proposal 2: RAN4 considers the propagation conditions used in legacy tests as baseline for AI/ML model testing. Modifications on channel model or introduction of new channel models from RAN1 evaluation setup in R18 SI can be considered for specific use cases if the necessity is recognized by RAN4. 
Proposal 3: Generalization and robustness test scope should focus on the AI/ML model inference performance without LCM procedures under different propagation conditions, and the LCM related procedures can be tested separately.
Proposal 4: If RAN4 decides to test the generalization and robustness of AI/ML model inference performance without LCM procedures, the following options can be considered:
· Option 1: RAN4 defines multiple tests with different propagation conditions. In each of the test, TE signals the same model ID, and therefore the same AI/ML model is tested under different propagation conditions to verify it’s generalizability and robustness.
· Option 2: RAN4 defines one test and changing different propagation conditions within the test. Therefore the same AI/ML model is tested under different propagation conditions to verify it’s generalizability and robustness.
We propose to consider option 1 as the baseline option, and if any agreed performance requirements can’t be verified by option 1, but option 2 or other options can cover those requirements, RAN4 can revisit it. 
Proposal 5: TR draft can capture the studies/agreements in the following issues based on the current progress
· General aspect of complexity
· KPI for the requirement in different use cases
· Two sided model: test model options

Proposal 6: RAN4 consider the following block diagram to capture the listed open issues studied in AI/ML RAN4 interoperability and testabilityTest configuration
Data generator 
AI/ML model
Model control/ signaling
AI/ML model
Performance monitoring
DUT
Data collection
TE


· Inference tests: under a static configuration, TE verifies the performance of AI/ML model based on the output it produces with possible post processing by TE’s reference AI/ML model, if two-sided model is considered.
· Model management related tests: DUT executes the actions triggered by model control or associated signaling, and TE verifies the reaction on the DUT AI/ML model against the defined requirement.
· Two sided model: TE has AI/ML models connected with DUT AI/ML models, and the AI/ML models in the TE are part of the test.
· Data collection: RAN4 can collect (emulated) data from DUT AI/ML model output and/or data generator in TE.

Note that some of the reporting/monitoring mechanisms are subject to RAN1 agreed procedures and not necessarily feasible/required for RAN4 discussion.
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