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1	Introduction
In last RAN4 meeting, a list of issues on interoperability and testability have been discussed [1]. In this contribution, we continue discussing following issues on the aspect of interoperability and testability:
· Reference block diagram of one-sided model
· Reference block diagram of two-sided model
· Options of test decoder for 2-sided model
· Test dataset
2	Discussion
2.1 Reference block diagram of one-sided model
The reference block diagram of one-sided model given in R4-2309317 are presented in figure 1.
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Figure 1 reference block diagram of one-sided model (R4-2309317)
Data collection: In our consideration, data collection for model inference and model monitoring should be reflected in the reference block diagram. We also think it would be better to differentiate two different cases:
· For the case that model inference and model monitoring are conducted both on DUT side, a single data collection block could be added into the frame of DUT. 
· Otherwise, two data collection blocks are separately added into the frame of TE and DUT. Moreover, a connection from model inference on DUT side to model monitoring on TE side could be added to reflect the delivery of model inference output. 
AI/ML model control: The function of model control block in figure 1 needs clarification. Based on our understanding, the function of this part is similar as model select/switch/fallback/activation/deactivation (model management for short) on DUT side, which decides corresponding LCM behavior based on the output of model monitoring. 
· For the case that model monitoring is conducted on DUT side, model control could be removed from the frame of TE. 
· For the case that model monitoring is conducted on TE side, model control can be kept or combined with monitoring. A connection from model control on TE side to model management on DUT side could be added to reflect the transmission of LCM signaling.
Based on above analysis, we make some updates to the reference block diagram, shown as following proposal and figures.
Proposal 1: Following updates (shown in figure 2 and 3) to reference block diagram of one-sided model could be considered.
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Figure 2 updates to reference block diagram of one-sided model (DUT-side monitoring)
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Figure 3 updates to reference block diagram of one-sided model (TE side monitoring)

2.2 Reference block diagram of two-sided model
For two-sided model, CSI compression is the only use case currently, so the discussion on reference block diagram could combine with the progress in other WGs on this case.
In RAN1 #112bis meeting, some agreements have been made on model monitoring for CSI compression, shown as follows:
	Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
· Case 3: others are not precluded



Based on the agreements, there are generally two methods of model monitoring for CSI compression. One method is monitoring the performance on UE side with a proxy model to simulate the output of NW-part model. The other method is monitoring the performance on NW-side with the reporting of ground-truth CSI from UE. This could be reflected in the reference block diagram. 
Proposal 2: Following updates (shown in figure 4 and 5) to reference block diagram of two-sided model could be considered.
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Figure 4 updates to reference block diagram of two-sided model (DUT-side monitoring with proxy model)
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Figure 5 updates to reference block diagram of two-side model (TE-side monitoring with ground-truth CSI reporting)
2.3 Options of test decoder for 2-sided model
In last meeting, a table is given to collect views on different options of test decoder for 2-sided model when testing UE. Here we provide our initial thoughts on these options. We can try to reach consensus on the table for test decoder first and then a similar table for test encoder when testing BS can be generated correspondingly.
Table 1 Views on different testing options for two-sided model
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	UE vendor
	gNB vendor
	 Specification
	UE/gNB/TE + specification

	Source of decoder training data
	Up to UE implement and alignment of training data between UE and TE might be required.
	Up to gNB implementation and alignment of training data between UE and gNB might be required.
	N/A
	Up to implementation and alignment between UE, gNB and TE vendor might be required.

	DUT vendor knowledge of the test decoder
	Full knowledge
	No knowledge or partial knowledge depend on the alignment between gNB/TE and UE vendor
	Full knowledge
	Partial knowledge 

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	Type 1/2/3, depending on UE implementation
	Type 1/2/3, depending on offline alignment between UE and gNB/TE vendors.
	 Type 1/2/3
	Type 1/2/3, depending on UE implementation or offline alignment between gNB and UE vendors.

	Test decoder verification procedure at TE and/or DUT
	TE needs to verify the decoder runs properly.
	UE and TE need to verify the decoder runs properly 
	Not needed for TE and UE
	Needed for both TE and UE

	Feasibility of test decoder verification procedure
	Offline alignment is required to ensure the performance.
	Offline alignment is required to ensure the performance.
	Not needed for TE and UE
	Offline alignment is required to ensure the performance even with partial knowledge of test decoder.

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	May not reflect the actual decoder implemented by gNB vendor
	Could reflect the performance in real deployment
	May not reflect the actual decoder implemented by gNB vendor (it may also depend on how much similarity exists between the implemented and specified decoder)
	May partially reflect the performance in real deployment based on specified parts of test decoder

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Medium. TE needs to cope with multiple decoders from multiple UE vendors
	Medium. TE need to implement multiple decoders from different BS vendors
	Low
	If TE is responsible for the training of test decoder, the requirements for TE is high. If UE or gNB provide the test decoder, the requirements for TE is the same as option 1 and 2.

	Specification Effort (e.g. test decoder)
	 Low
	 Low
	 High
	 High

	Confidentiality/IP issues
	Model exposure is required from UE to TE
	Model exposure is required from gNB to TE
	 No
	No

	Applicability to different scenarios/conditions/ configurations
	Yes
	Yes
	Conditional Yes.
	Conditional Yes.

	Complexity of actual testing procedure for the ecosystem
	Depend on the verification procedure between UE and TE.
	Depend on the verification procedure between UE and TE/gNB.
	Low
	Depend on the verification procedure between UE and TE/gNB.



Proposal 3: Our views on different options of test decoder for 2-sided model are listed in the table 1.
2.4 Test dataset
Based on the agreements in RAN4 #106bis, following candidate methods have been identified for generating test dataset.
	Agreements
Test dataset generation should be studied. Different generating methods can be used for different tests. The following candidate methods are to be considered or down-selected:
· Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, etc.
· “Legacy approach” refers legacy test in which a channel model is used 
· Field dataset (data collected directly from field measurements)
· TE generates dataset for test based on assumptions/parameters defined by RAN4 (e.g. by defining some rules/function to generate data)
· Other methods are not precluded




Firstly, we think option 1 and 3 are not mutually exclusive as option 1 can be taken as a part of channel emulation procedure in option 3. The possible concern of option 1/3 is the representative of the test dataset. On one hand, the size of test dataset is limited and thus cannot covering all possible values and combinations of assumptions/parameters. On the other hand, if certain functions or rules or models are pre-defined to generate dataset, UE vendors can generate training dataset in the same way to achieve a good performance in the test, which may not fully verify the inference and generalization performance in the field.
Secondly, we see the problem of option 2, because of the difficulty/cost to get field dataset which can be fully recognized by all companies. Besides, some details of option 2 also needs clarification:
· How to construct the test environment and set specific conditions to collect test dataset?
· How the verify the effectiveness of the collected field data?
· The details of the collected data, e.g., content, format, granularity, etc.
Base on the above discussion, we think option 1 and 3 can be taken as starting pointing for generating test dataset. How to guarantee the independence of test dataset could be further studied.
Proposal 4: Take option 1 and 3 as the starting pointing for generating test dataset. How to guarantee the independence of test dataset could be further studied.


Page 4
Draft prETS 300 ???: Month YYYY

	4/4	
Conclusion
In this contribution, some remaining issues on interoperability and testability are discussed with following observation and proposals:
Proposal 1: Following updates (shown in figure 2 and 3) to reference block diagram of one-sided model could be considered.
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Figure 2 updates to reference block diagram of one-sided model (DUT-side monitoring)
[image: ]
Figure 3 updates to reference block diagram of one-sided model (TE side monitoring)
Proposal 2: Following updates (shown in figure 4 and 5) to reference block diagram of two-sided model could be considered.
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Figure 4 updates to reference block diagram of two-sided model (DUT-side monitoring with proxy model)
[image: ]
Figure 5 updates to reference block diagram of two-side model (TE-side monitoring with ground-truth CSI reporting)
Observation 1: The details of option 4 and 6 for reference decoder need to be clarified to have a common understanding.
Proposal 3: Our views on different options of test decoder for 2-sided model are listed in the table 1. - Do not copy here, please refer to the main text.
Proposal 4: Take option 1 and 3 as the starting pointing for generating test dataset. How to guarantee the independence of test dataset could be further studied.
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