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Introduction
The discussion on the AI/ML study is organized under a single thread [135] in RAN4#108bis. The ad-hoc meeting will discuss some of the topics from the moderator summary in [1].
Discussion
Test Encoder/decoder option 4 – partially specified 
Some companies brought up the issue that option 4 needs further clarification in terms of what needs to be specified to see if this option is feasible and be able to compare with the other options. Several companies bring up potential benefits of this option so more details need to be understood.
Issue 3-1: Test encoder/decoder option 4
· Proposals
· Option 1: RAN4 specifies a set of requirements/conditions based on which TE vendors can implement the decoder
· FFS what requirements/conditions are needed – examples below to be further discussed
· Range on the decoder complexity or parts of the decoder model architecture like the number of layers and type of interconnections
· Data to be used for training – propagation model, etc
· Other parameters/functions/KPIs
· Performance variation between different TE vendors expected to be small
· Option 2: RAN4 specifies a set of requirements/conditions, TE vendor to develop the decoder based on further alignment/collaboration with vendors
· Option 3: RAN4 specifies model structure with model parameters based on which UE, NW, or TE vendors can further develop and finalize the test decoder.
· Model structure is up to RAN1 understanding. An LS can be considered if further clarification is needed.
· Option 4: Others
Discussion:
QC: difference between Option 1, 2 and 4 should be Option 4 is TE specified, TE vendor provides the decoder and we can prevent IP issues
Vivo: at least model structure is specified should be specified for Option 4. We can decide some training data so everyone can develop the decoder. It is premature to decide on the model. We can ask RAN1. 
E///: who is doing the non-specified part of the decoder? If it could be anyone, we would have sub-options. If it’s TE vendor then it’s more clear. Does the TE vendor train the decoder based on standards data. Would the TE vendor have access to the decoder. 
· Who builds the decoder? 
· Is there a standardized data set for this decoder? 
· Will decoder be shared with DUT vendors and infra vendors?

Oppo: we have to handle 2 different issues. What needs to be specified? We should discuss items separately like model structure, data size, etc.After this we could know what needs to be specified. Who will finish the solution? TE vendor only could be one solution.
Nokia: answers to questions depend on what is partially specified. Will this be a baseline decoder that can be further enhanced/trained? Our preference that we would have fine tuning of the model, not training from scratch. Re-training can be based on new data coming from different parties.
R&S: from our understanding: TE vendor would build the decoder, for the data set we need to what level we need to standardize. It’s part of the test equipment it could be shared. There would be some limits set by RAN4 but TE vendor should be able to do the model themselves.
Samsung: there are multiple options. If UE vendor will do the refining, there is some similarity with Options 1/2. Option 4 seems like we further define Options 1 or 2. Who will decide that ?
KS: we agree with R&S. Te vendor should build. There should be some requirements for the data set to avoid too different Te implementation. It can be further discussed if the model is to be shared. The worry is whether what is being tested will match reality. There could be a procedure to check if the decoder is correctly implemented. 
DCM: 
DCM: almost same opinion with KS an R&S. model would be decided by TE vendor but data set would be standardized. It would not be necessary to share the model with vendors, UE cannot know what model would be used.
QC: TE vendor to build the decoder. For the 2nd and 3rd, if these are standardized it will be close to Option 3. No need to share everything, it would be partially unknown. We would like ot have options that cover most of the opinions from companies.
E///: for sharing, we need to have more details, if the sharing is just in the TE box. We need to have the UE work with infras, this is difficult to do without knowing this model. We should be able to recreate the model. 
Vivo:Option 3 is the final incarnation of Option 4. We could have sub-options of Option 1 dependig on what is specified related to the model. 
Oppo: TE vendor would be developing the model, might need some assistance from vendors. For option 4, regarding the conditions, etc , it would be similar to Option 3. Data set would be an open space, we could have different models and data to be used. Partial information of the decoder is needed by the UE. 
E///: with Option 4, the partially standardized data should be enough such that TE decoders can be fully trained. 
Nokia: if it is Option 3 and Option 4, when will be the selection for the model. Even if it is option 4, we must have a complete model to select. Only difference would be that Option 4 would leave more margin for optimization. It would be easier to select a model for option 4 because it could be further developed.
IDC: for number of ports, can this be an input parameter? Scalability might be better with Option 4.
Apple: if model provided by TE vendor, are they going to be aligned or different? Should be aligned form a test perspective, same UE should pass/fail with any TE vendor.
Huawei: data set should not be capured in the spec. if we specify the data set, it would lead to Option 3. We de-prioritized online training/fine-tuning. If we partially specify the data set we would need one of these procedures. 
Nokia: we agree with Apply that alignment is important. This would be a task when we define the specs. We can only judge what exactly is needed only when we actually discuss this.
QC: the decoder will have to satisfy some conditions such as SGCS. We woud have a set of assumptions and the TE decoder verification that would lead to less variability.
KS: we agree with QC, decoder should be proprietary from a TE vendor POV, we would have a verification procedure to check that the decoders are similar. This would be similar to the TE verification procedure we have for channel emulator validation.
R&S: similar view as QC and KS. We need to set some parameters and verify that the decoder meets them. 
E///: the gNB vendor would have to do something similar to the TE vendors. We would have 2 sets of requirements, on the decoder, after that it cleared we test the encoder.
Apple: this is an interesting idea about validation. We have not seen much information on this. This is different than a channel model. From the decoder validation POV, do we have to do this for different use cases. 
Oppo: we have different opinion regarding model sharing, even with a very good decoder, if it doesn’t match the encoder the test would fail. We would need some of the information. 
Vivo: we specify model structure, it’s part of the information. If possible, we have the model structure and data set, a certain level of knowledge.
Nokia: original understanding was that Option 4 was more flexibility than Option 3, we could go with 2 options. These approaches seem valid because we do not know how well the models would align. 
KS: problem that Oppo was mentioning we would have with Option 2. Unless the encoder/decoder pair are provided by the same party, we should not constrain the implementation. UE encoders will need to work with different decoders in real life. We need to decide what is the minimum amount of information needed so that decoder can be implemented and it works among different vendors. 
Oppo: we agree we would have a similar issue with Option 2. Regarding the mismatch, there are only 3 different training types. How do we solve the mismatch is the problem. A solution could be to do joint training for real deployment, in the test we need to futher discuss.
KS: provided a good analogy. TE becomes another infra vendor. Considering TE as another infra vendor, we might have to do training with TE vendor.
E///: we have some concerns about this offline training it means it would have to train with every model on the infra side.
KS: if we have the baseline, we can discuss all the options in the table. 
Vivo: what is partially specified? Model structure should be specified. 
QC: yesterday we left open what should be specified for Options 1 and 2, if we agree this, we can accommodate the proposal of what needs to be speficied. Companies can provide inputs on what exactly needs to be in the specs.
Apple: we need to keep options open. 
Moderator: we do not need to choose any option in the SI phase, we just need some feasibility conclusion
R&S: what do we want to test needs to be understood. What should be the outcome.
Vivo: we still do not know what Option 3 looks like. Model structure is Option 3 wihtout exact parameters being specified. 
Vivo: we would need to make some modifications to Option 1 and 2.
R&S: RAN4 defines a framework from which the TE vendor will implement a decoder without any further input. Options 1 and 2 are the decoder is provided by someone else and TE will simply run the model.
Huw: so there would b no model transfer between DUT and TE in Option 4.
Nokia: we do not agree with Option 1 and 2 in what needs to be specified, it’s not necessary
R&S: agree on these options, there shouln’t be anything mandatory at this time. TE vendors provide the decoder for conformance, anyone can do what they want in the field
Apple: regarding the options, there should be no bound? Can we assume that the interfaces would be unified, for example for data sharing.

· Who builds the decoder? 
·  TE vendor should be able to develop  the decoder just based on the specifications 
· FFS what needs to be specified, RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance within the same bounds as with TE vendors
· FFS how similar the performance has to be among possible implementations

· Is there a standardized data set for this decoder? 
· FFS whether dataset needs to be standardized

· Will decoder be shared with DUT vendors and infra vendors?
· FFS

Test encoder/decoder options table
Issue 3-2: Test encoder/decoder options comparison table




Table with comparison of different testing options for double sided CSI feedback

1

1

	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	Options:  
1. RAN4 specifications FFS whether alignment with UE/gNB vendors is required,
2. Up to decoder implementer (TE vendor) FFS whether alignment with UE/gNB vendors is required
3. Combination of Option 1 and 2

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type).

	Training up to DUT vendor

	FFS
	Encoder training up to DUT vendor (needs to account for the specified decoder)

	FFS

	Test decoder performance verification procedure at TE and/or DUT
	Needed 
FFS what this validation procedure is
	Needed (it needs to be proved that the decoder works such that test failure is because of DUT)
	FFS
	Not needed (Test validation would follow the typical RAN5/testing procedures)
Needed

	Feasibility of test decoder verification procedure
	??
	Feasible if network vendor provides a test encoder and passes the test
Other options?
	
	Feasible if TE vendors shares test decoder 

	Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
	[One]
	[Option A: One
Option B: More than one
Option C: RAN4 doesn’t need to make decision]
	[One]
	

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	Low
1. There could be large performance mismatch with field performance due to mismatch between test decoder and field decoder implemented by gNB
2. Depends on the training data set
	High
Model which is similar with the test model could be used in the actual deployment by gNBs
	Low
There could be large performance mismatch with field performance due to mismatch between test decoder and field decoder implemented by gNB

	Medium/Low
1. The test decoder may have a large mismatch with the decoders deployed in the field, and UE may easily pass the test since UE could train the model based on the specified decoder
2. May partially reflect the performance in real deployment based on specified parts of test decoder
3. Depends on the data sets used for training

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	1. TE will need to support a wide range of architectures/interfaces/algorithms (at least one per UE vendor). TE Computational resources requirements should be defined. No additional training required by TE vendor.
2. Medium. TE needs to cope with multiple decoders from multiple UE vendors
	1. TE will need to support a considerable range of architectures/interfaces/algorithms (at least one per infra vendor). TE Computational resources requirements should be defined. No additional training required by TE vendor. 
2. Medium. TE need to implement multiple decoders from different BS vendors
3. Hgh
	Low
Least complexity required on the TE side
	Medium
If TE is responsible for the training of test decoder, the requirements for TE is high. If UE or gNB provide the test decoder, the requirements for TE is the same as option 1 and 2.

	Specification Effort (e.g. test decoder)
	Low
Some conditions on the test decoder might be needed to ensure it can be implemented by TE
	Low
Some conditions on the test decoder might be needed to ensure it can be implemented by TE
	High
Long/complicated discussion expected in RAN4 to derive the test decoder
	Medium to high
Less heavy workload than Option 3
Long/complicated discussion expected in RAN4 to agree on the test decoder to be specified in RAN4

	Confidentiality/ IP issues
	FFS
Need to be considered
DUT vendor might have to expose some aspects of the design to the TE vendor
Depending on means used to share test decoder, TE vendors might require integrating source code from third party, which could even require licensing
	FFS
Need to be considered
Decoder vendor might have to expose some aspects of the design to the TE vendor
Depending on means used to share test decoder, TE vendors might require integrating source code from third party, which could even require licensing


	None
Decoder is fully captured in the specifications
	1. None
2. Depending on the source of data used for training the model to be specified, there might be confidentiality issues in this option.

	Applicability to different scenarios/conditions/ configurations
	Maybe
1. pending on how to design the test to guarantee the generalization
2. The model should be applicable for the scenarios/ configurations tested for in RAN4

	Maybe
1. pending on how to design the test to guarantee the generalization
2. The model should be applicable for the scenarios/ configurations tested for in RAN4

	Maybe
1. pending on how to design the test to guarantee the generalization
2. The model should be applicable for the scenarios/ configurations tested for in RAN4
 
	Maybe
1. pending on how to design the test to guarantee the generalization
2. The model should be applicable for the scenarios/ configurations tested for in RAN4


	Complexity of actual testing procedure for the ecosystem
	Medium/High
Potentially, for each DUT, TE vendor will need to integrate its test decoder (if not leveraging from a previous design) before enabling test. When executing test, DUT vendor will need to make a manufacturer declaration indicating the test decoder(s) they want to be tested against and for which scenarios (only one or more than one if the DUT is using different AI/ML models for different scenarios).
	High
DUT will need to be tested against one or multiple test decoders provided by different NW vendors (manufacturer declaration?)
 Potentially, for each NW test decoder (or even test decoder update?), TE vendor will need to integrate its test decoder (if not leveraging from a previous design) before enabling test.


	Low
No additional TE integration required once initial implementation of the test system is completed.
	Low/Medium
All DUT are supposed be tested against equivalent TE vendor implementation of the test decoder (only one).
No additional TE integration required once initial implementation of the test system is completed.


	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	Yes
	Yes
	No
	No/Maybe

	Relationship with reference decoder/encoder for defining requirement
	[Alt 1: same as reference decoder
May not be possible to define requirements as there could be larger performance gap among companies. The results may not be able to be calibrated.
Alt 2: different from reference decoder
UE may not pass the tests due to different test decoders are used for defining requirements and tests.]
	[Alt 1: same as reference decoder
May not be possible to define requirements as there could be larger performance gap among companies. The results may not be able to be calibrated.
Alt 2: different from reference decoder
UE may not pass the tests due to different test decoders are used for defining requirements and tests.]
	[Alt 1: same as reference decoder
Possible to define requirements and be able to calibrate results from companies.
Alt 2: different from reference decoder
There is no reason to specify test decoder different from that is used for defining requirements. ]
	[Alt 1: same as reference decoder
There is good chance that the results among companies can be calibrated as the performance of the model could largely be decided by the specified part.
Possible to define requirements
Alt 2: different from reference decoder
There is no reason to specify different test decoder than that is used for defining requirements.]

	Whether model transfer/delivery is needed during the test procedure
	[Yes]
	[Yes]
	[No]
	[No]







Discussion:
· Source of the test decoder 
E///: what is option 4? Structure is specified? Who does the training? The TE?
QC: description for Option 3 should also apply to Option 1 and 2. Option 1 and 2 decoder will need some RAN4 common assumptions or conditions for the decoder 
Vivo: for option 1 and 2 we do not touch nothing about the model. Option 4 is partially specified. Will option 1 and 2 touch anything about the decoder
Nokia: for Option 1 and 2 we need to define some specs such that the decoder is compatible with the TE vendor
Apple: when do we come back to Option 4?
Moderator: to be discussed separately
E//: we should have a row on “recipients of the test decoder”. The infra would also provide the decoder to the DUT vendor such that it could be trained. 
Oppo: for the test all these types would be supported with the decoder on the TE side.
Nokia: it’s confusing to have these types for Option 1, these are not needed. 
Apple: we might need  to agree on some training type when we define requirements
KS: this would be discussed and we could get to the point where something needs to be agreed 
Huw: Type 3 has some sub-options, it’s confusing to just stay type 3 for Option 2
Samsung: this is for collaboration between UE and decoder vendor(gNB). gNB vendor would need to provide something
QC: these are valid questions, this should be type 3 decoder first. 
KS: the model that the gNB vendor provides is already trained. DUT has to be trained separately so this should be Type 3
Oppo: Type 1 decoder side training
Huawei these are new terminiologies
Oppo:
Option 2: no agreements, options discussed: Type 3 decoder first; Type 1 decoder side; Type 1, 2 depending on offline alignment between DUT vendor and decoder implementer
KS: we should clarify how we train the decoder and then what the DUT would need to do for the test
QC: this is now focusing on encoder training, we can add a row for decoder training

· Source of decoder training data 
Apple:for Option 1 there is no need to do anything
Vivo: do we need to specify different training ways ?
Moderator: for option 1 it could be left to implementation. 
Nokia: DUT vendor instead of implementer for option 1
Oppo: for Option 3 our understanding is that the data set needs to be specified. 
Samsung: training data not needed in the test for Option 3

· DUT vendor knowledge of the test decoder
Apple: the part about specifying high level parameters should be a top level agreement applying to everything. 
For all options RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
	FFS exactly which parameters are needed

· Supported training collaboration type (source of training data should be consistent with the collaboration type)
· Note: RAN4 specification of training collaboration procedure before the test is not needed and simulation assumption on training/collaboration type can be discussed separately in the WI stage.
Oppo: Type 2 is deprioritized in RAN1
QC: type 2 is deprioritized for OTA training, not for offline training
Huawei: with Option 1 it should be at least type 1,2,3 depending on other WGs . Option 1 applies to type 1
QC: In Option 1 there is no network, it’s all done by the UE vendors
Huw: DUT can train its model but we do not know if this encoder works with any infra vendor decoder

· Test decoder verification procedure at TE and/or DUT
QC: we should split this, 1 is whether the decoder performance is good enough, second is whether the decoder can successfully load. 
KS: decoder will need to be integrated somehow. We would have to ensure that the decoder is withing some complexity boundaries
E///: the decoder performance might change when compiled on the TE vendors so this has to be ensured also. 
R&S: the normal test validation would be sufficient or not? Do we need any extra step that checks the performance? This would be needed for all options
E///: we would need to specify for Option 3 some performance level


Reference block diagram for 1-sided model
A reference block diagram was discussed in previous meetings, there are several proposals for a diagram that should be captured in the TR
Issue 3-3: Reference block diagram for 1-sided model
· Proposals
· Option 1: The purpose of introducing the diagram (to be captured in TR38.843) is to derive the potential testing procedure and used as the basis to judge whether certain performance metric is testable, for each use case for normative work. Further discuss the block diagram based on the proposal below (R4-2315066)

[image: A diagram of a diagram

Description automatically generated]
· Option 2: Block diagram is not needed
Discussion


Reference block diagram for 2-sided model
Issue 3-4: Reference block diagram for 2-sided model
· Proposals
· Option 1: The purpose of introducing the diagram (to be captured in TR38.843) is to derive the potential testing procedure and used as the basis to judge whether certain performance metric is testable, for each use case for normative work. Further discuss the block diagram based on the proposal below (R4-2315066)
[image: A diagram of a diagram
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· Option 2: Block diagram is not needed
Discussion:


Interoperability aspects
Issue 3-5: Interoperability aspects
· Proposals
· Option 1: 
	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI



· Option 2: Table is not needed
Discussion: 

Channel models for testing
Issue 3-6: Channel Models for testing
· Proposals
· Option 1: Dataset based on TR 38.901, e.g. UMa channel, UMi channel – “legacy approach”
· Option 2: RAN4 should develop more complex models like CDL
· Option 3: Use field data – to be further clarified how this data is generated
· Option 4: postpone this discussion for now
Discussion:
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