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[bookmark: _Toc116995841]Introduction
The first discussions on AI/ML for NR air interface held at RAN4#106-bis, RAN4#107 and RAN4#108 meetings. The outcomes of the meetings are captured in the WF [1], [2] and [3]. It should be noted that the WF was only noted and not agreed in RAN4#108 meeting. Some of the interoperability and testability issues require further discussion, as follows:
· [bookmark: _Hlk134788564]Test encoder / decoder for 2-sided models
· Reference Block Diagrams
· Interoperability aspects
· Other Interoperability aspects
In this paper, we provide some additional views on the topics listed above.
More detailed analysis of general aspects of AI/ML and Use case specific aspects are provided in our accompanying papers [4] and [5], respectively.
[bookmark: _Toc116995842]Discussion
Test encoder/decoder for 2-sided models
Agreements from RAN4#107 [2]
	Issue 3-3: Encoder/decoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options not precluded
Companies are invited to bring further input on merits/de-merits/feasibility of Options 1- 4.
Proponents of Option 6 should bring clarifications on how this option would be used to implement RAN4 tests.




Chairman notes from RAN4#108 [3]:
	Issue 3-1: Encoder/decoder for 2-sided model
· Proposals
· Option 1: keep only options 1 and 2
· Option 2: keep only option 3 
· Option 3: keep options 1, 2, 3, downselect 4 and 6
· Option 4: keep all options. There is no need to downselect in the SI phase, all options should be considered such that they are very well understood
· Downselect option 6? There are no inputs clarifying  how this works
· Agreement:
· Down-select option 6.




	Issue 3-2: Test encoder/decoder further discussion (not discussed)
· Proposals
· Option 1: pros/cons/ TE implementation issues/ high level test procedure
· Option 2: pros/cons/ TE implementation issues/ RAN4 testing issues(see table with definition of options in R4-2311780-Qualcomm)/high level test procedures
· Option 3: other inputs besides Option 1/2
· Recommended WF
· To be discussed



As discussed in RAN4#108 [3], we present below Table 1 collecting our views on different aspects of the options presented to realize a test decoder.
The points in the table below are categorized into 3 types with different color coding as below.
· Advantages
· Issue
· Queries


	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	- DUT-UE Vendor

	- NW Vendor
	- Specified in RAN4, this will be based on input from different companies (UE / NW / TE)

- Needs to be open format

- Who is responsible for delivering the test decoder?
	- Some parts of the source can be specified in RAN4, this will be based on input from different companies (UE / NW / TE).

- A more future proof solution compared to Option 3. ML models can be efficiently fine-tuned with well-known techniques. The problem is to agree on the minimum level of performance to condition the fine tuning. 

- Source will be based on how the decoder will be specified.


	Source of decoder training data
	- Data set collected / synthetically generated by DUT-UE vendor
	- Data set collected / synthetically generated by NW vendor. 

	- Data set collected by all the stake holders - UE / NW / TE
	- Data set collected by all the stake holders - UE / NW / TE for the specified part.
- Additional data exchange might be needed for fine-tuning for the “un-specified” part.


	DUT vendor knowledge of the test decoder
	Full knowledge of the test decoder

	DUT vendor might not have any knowledge of the decoder.

	DUT as well as TE vendors will be aware of the test decoder characteristics
	Only partial knowledge of the test decoder. This is an advantage as it will avoid over tuned encoders with test decoders. Also, the decoders can be fine-tuned with a more comprehensive data set, in turn increasing the test coverage.

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	Type 1, UE side


	- Type 1, NW side
	- Type 3, sequential training.
- Training involves exchange of intermediate/latent data sets between DUT/TE.

- It is challenging to 'average' between different companies’ solutions, as usually done in RAN1 and RAN4 for non-ML results/performance/KPIs.

Which party & how will train the encoder and decoder?
	- Type 3, sequential training.
- Training involves exchange of intermediate/latent data sets between DUT/TE.
- Fine-tuning/retraining after initial training is possible

Which party & how will train/fine-tune the encoder and decoder?

	Test decoder verification procedure at TE and/or DUT
	- Not applicable as both encoder and decoder are provided by the DUT-UE vendor
- Verification of compatibility with the TE is required
	- Pre-deployment validation of the decoder may be considered
- Verification of compatibility with the TE is required
	It should not be needed as the decoder is fully specified after collaboration and agreement from all the stake holders.
	- Pre-deployment validation of the decoder may be considered
- Verification of compatibility with the DUT encoder is required

	Feasibility of test decoder verification procedure
	Not applicable as both encoder and decoder are provided by the DUT-UE vendor
	Not so straight forward, as this needs some pre-agreed test encoder.
	It should not be needed as the decoder is fully specified after collaboration and agreement from all the stake holders.
	- ML models can be efficiently fine-tuned with well-known techniques if the architecture is known and finetuning 'hooks' are built in. The problem is to agree on the minimum level of performance to condition the fine tuning.

- Not so straight forward, as this needs some pre-agreed test encoder.

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	- This does not ensure inter-operability to any degree and relies on strict bi-lateral agreements between DUT and TE/NW vendors.
- Who ensures that the TE capable of running the model? 
- Performance of the decoder model? Who specifies this?
	- The TE might need to be involved in the training of the reference decoder.

- Who ensures that the TE capable of running the model? 

- Performance of the decoder model? Who specifies this?
	This depends on who performs the training and how the training of the encoder-decoder is done. 

	- The decoder can work across equipment vendors

- Ease of deployment depends on who performs the training of the encoder-decoder. And how the training is performed. 

- Needs to be clarified as to who does the training in this case.

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	- Requirements to deploy and run the model needs to be agreed with the TE vendors.

- The decoder might be tightly coupled with DUT vendor specific encoder or TE

- TE vendors cannot be left out of the training/finetuning loop of the decoders to be used

 - Who will define the complexity of a model?

- Who provides the deployment specifications for the model? 

- What is the role of the TE?
	This needs to be agreed with the TE vendors.

- TE vendors cannot be left out of the training/finetuning loop of the decoders to be used

- Who will define the complexity of a model?

- How to ensure the decoder by the NW vendor works with any encoder with reasonable performance?

- Who provides the deployment specifications for the model?
-- A single decoder that can work across all TE vendors?
-- Different decoders for different TEs?

- What is the role of the TE?
	Compatibility with the varied hardware requirements across various TE vendors needs to addressed.
	If the deployment aspects are a part of the partial specification, then deployment can be straightforward.

	Specification Effort (e.g. test decoder)
	- Effort will be to ensure the minimum specification / agreement that is required for the decoder to be able to work with the TE? E.g., output of the decoder, complexity of the model

- minimum performance expected from the decoder
	- Effort will be to ensure the minimum specification/agreement that is required for the decoder to be able to work with an encoder? E.g., input to the decoder complexity of the model?

- minimum performance expected from the decoder
	- Significant efforts will be required in RAN4 to fully specify the decoder. 
- This would involve lengthy discussion, and cumbersome to manage the specification of the model characteristics. E.g., very high number of parameters, availability of agreed training data sets across vendors, model complexity/ architectural aspects of the test decoder
	- Less effort than option 3 but still significant efforts will be required. Most of it will be to align on what should go in partial specification and what can be left to vendor implementation. 
- As we increase the specified part of the decoder, it will be close to option 3 in terms of effort. We will face the listed issues from option 3.

- Could model retuning be done based on RAN4 specified test data (traces)?

- How to split the specified and un-specified parts of the test decoder?
-- Specify architecture only, let training be done by the provider.
-- Use option 3, and on top of it update the model with partial training/re-training.

- Who will be responsible for the un-specified part of the decoder?

- How to manage the un-specified part of the decoder?

	Confidentiality/IP issues
	No Issues
	No Issues
	No Issues
	No issues

	Applicability to different scenarios/conditions/ configurations
	- Cannot ensure that the decoder provided will be working for all the conditions / scenarios / configurations as it is very much DUT-UE vendor specific, closed loop testing.
- Not open to inter-operability. Totally DUT controlled tests.
- This is just as if the DUT vendor would test its developed solutions. If the TE cannot control anything, then this is not useful for conformance testing.

- How will the encoder provider ensure that single decoder can work across all TE vendors?
- Different decoders for different TEs?
	- Cannot ensure that the decoder provided will be working for all the conditions / scenarios / configurations as it is very much DUT-UE vendor specific, closed loop testing.
- Not open to inter-operability. Totally DUT controlled tests.
- This is just as if the DUT vendor would test its developed solutions. If the TE cannot control anything, then this is not useful for conformance testing.
How to ensure the decoder by the NW vendor works with any encoder with reasonable performance?
	- It should not be an issue since all stake holders will be aware of specified scenarios / test conditions / minimum configurations that need to be tested. 
- Corresponding encoder implementations can be straight forward. 
	It will be better than Option 3 as the un-specified part can help to retrain the model with additional data sets reflecting different scenarios / conditions / configurations.

	Complexity of actual testing procedure for the ecosystem
	- Low complexity to perform tests

- Relatively high complexity mainly to make the test decoder compatible with the encoders of various UE vendors
	- Low complexity to perform tests

- Relatively high complexity mainly to make the test decoder compatible with the encoders of various UE vendors
	- Low complexity to perform tests.

- High complexity overall to design the encoder-decoder, and then to maintain them, as ML techniques develop, and algorithms need regular updates.
	- Relatively high complexity mainly to make the test decoder compatible with the encoders of various UE vendors. Especially re-training

- High complexity overall to design the encoder-decoder, and then to maintain them, as ML techniques develop, and algorithms need regular updates.


[bookmark: _Ref146734245]Table 1: Summary of the views on different options for the testing of 2-sided model


When we look at different options that are available from different dimensions, we have the below views.
[bookmark: _Toc146741978]Option 2 in the current definition restricts the training to happen only at the network side with joint training. However, it will be better if the network side has the UE side data which can be used to train the test decoder better.
[bookmark: _Toc146741979]RAN4 to consider creating a new sub-option to Option 2 (e.g., Option 2a) where the decoder provider is still the NW vendor, however the UE vendor shares the training data with the NW vendor for UE-first Type 3 decoder training.
[bookmark: _Toc146741980]The format of the test decoder model can be a deciding factor on the option to be used. For e.g., Options 1 and 2 might work with a closed format model (E.g., precompiled model) but Options 3 and 4 might require an open format model (which can be re-trained/fine-tuned) that can be retrained further if required.
[bookmark: _Toc146741981]RAN4 should discuss on the format of the reference model as a part of discussions on the test decoder.
[bookmark: _Toc146741982]One of the important factors that will impact the various factors of the workflow of the test decoder is the training type that will be agreed at RAN1. For e.g., Type 1 is better suited for Options 1 and 2, and Type 3 with sequential training can be a go to option for Options 3 and 4. This can impact for e.g., the deployment, training, source of the data set of the test decoder.
[bookmark: _Toc146741983]RAN4 should follow the training and collaboration type that is agreed in RAN1 and base its decision of the test decoder workflow on what is concluded in RAN1.
[bookmark: _Toc146741984]In the case of options 1 and 2: Since both the encoder and the decoder are provided by the DUT vendor, it can be considered as a closed loop DUT vendor-controlled test. This kind of testing will not leave scope for any kind of interoperability of the encoder with different decoders. It will be a difficult task at RAN4 to ensure that the encoder will have reasonable performance with different decoders.
[bookmark: _Toc146741985]In case of Options 1 and 2, it needs to be clarified how the test decoder providers can bring in the much-needed interoperability between different encoders provided 
[bookmark: _Toc146741986]In case of options 1 and 2: even though it is a closed loop testing, some agreement still needs to be done between the TE vendors and the DUT-UE vendors. E.g., The Hardware capability required at the TE, complexity of the model, interoperability of the decoder across TE vendors to name a few. Because of this, it will be difficult to completely do away with the specification effort.
[bookmark: _Toc146741987]In the case of options 1 and 2, it needs to be discussed at RAN4 on the specification effort that may be required to specify dependencies like hardware capability of the TE, complexity of the model, interoperability of the test decoder across TE vendors etc.,
[bookmark: _Toc146741988]In case of options 1, 2 and 3: Since the design of the decoder is known to the provider of the encoder, it will be easy to tune the encoder to validate the performance requirement of the AI/ML enabled functionality. Consequently, it would be difficult to guarantee a reasonable performance with the different (other than the test decoder) decoders in the field.
[bookmark: _Toc146741989]In case of option 3, complete specification of the RAN4 can be a daunting task involving lengthy discussion to align all the stake holders. Also specifying a model can be a complex task with lot of parameters and options to be specified.
[bookmark: _Toc146741990]In case of option 3, the models can easily get outdated in quick time due to rapid advancement in the AI/ML related technologies and would add significant amount of work in RAN4 for maintenance and too frequent updates. This can be handled with option 4 where the updates can still be handled with the unspecified part of the test decoder.
In the case of option 4, since the test decoder is only partially specified, there is some room for the TE vendors to fine tune the model by re-training with some more training data sets collected. And, for all the stake holders to share the data sets. Which in turn allows the tests to cover more conditions and scenarios than the initial conditions for which the test decoder was trained for. This important aspect is not possible in any of the other options 1, 2 and 3. However this depends on the definition of the term partially specified in option 4.
[bookmark: _Toc146741991]We prefer using option 4 as a baseline for the definition of test encoder/decoder. 
Based on our analysis above, option 4 comes out as the preferred option. However, further clarifications are needed. Like the one identified below.
[bookmark: _Toc146741992]In case of option 4, the term “partially specified” is very generic. There can be lot of possible options that can be specified. E.g., Model weights, architecture, structure etc.,
[bookmark: _Toc146741993]In case of option 4, the definition of partial specification needs to be clarified including what should be specified and what can be left to vendor implementation. For e.g., architecture, structure of the model, model weights, levels of fine-tuning.

Reference block diagrams
Agreements from RAN4#108 [3]
	Issue 3-3, 3-4: Reference block diagram for 1-sided and 2-sided models
Companies are invited to bring further inputs on the diagrams for the testing models. Diagrams from R4-2313085 and R4-2313535 can be used for reference.



UE-side performance testing framework
[bookmark: _Toc146192395]The performance of the AI/ML-enabled features must be verifiable in realistic radio conditions to guarantee that a UE-side implementation cannot pass the test easily and in turn perform poorly in the field. To achieve this, the minimum performance requirement designed by RAN4 should also be verifiable with a generic, and, as much as possible, in a use case agnostic test set-up. We note, that there is no technical reason why the reference test set-up(s) for AI/ML-enabled features would need to be significantly different from the currently used test set-ups, as long as the test equipment (gNB/system emulator) implements the minimum required Functionality based LCM procedures as discussed in RAN2 [6].
[bookmark: _Toc146741994]RAN4 to adopt reference testing diagrams for AI/ML functionalities which are based on the current ‘traditional’ test diagrams and include only the strictly needed modifications to capture the nature of the AI/ML-enabled features being tested.
Firstly, we note that the minimum performance requirements need to assume that the corresponding and required LCM procedures have been already tested and operate correctly. Consequently, the Functionality based LCM procedures need to be tested first as a part of the core requirements as agreed in RAN4#106-bis and discussed further in RAN2 [6].
A pre-condition for the minimum performance requirements testing is that the appropriate LCM procedures have already passed the core requirements tests.
Secondly, the UE 1-sided and UE-part of 2-sided use cases might not require totally different minimum performance test setups if the corresponding model alignment and potential model training has been already performed offline. We further argue that the model alignment procedure and potentially involved model training/validation shall not be part of the performance testing procedures, i.e., they can be referred to initial conditions or test preparation phase.
[bookmark: _Toc146192396][bookmark: _Toc146741995]The UE 1-sided and UE-part of 2-sided use cases do not require significantly different minimum performance test setups assuming the corresponding model alignment and potential training/validation are not part of the performance testing procedures, i.e., they are part of initial conditions or test preparation phase.
Thirdly, we reason that in the adopted RAN4 reference testing diagrams it is necessary to indicate clearly and separately the DL and UL signal paths, such that the setup is not physically different from the traditional test setup(s) and the expected radio conditions/impairments on the DL and UL are clearly controllable. This is valid for both conductive and over-the-air tests.
[bookmark: _Toc146741996]In the reference test diagrams for AI/ML functionalities it is necessary to indicate separately DL and UL signal paths, such that the setup is not physically different from the traditional test setup(s).
Based on the above observations, we propose two (simplified) reference testing diagrams in Figure 1 and Figure 2. for UE 1-sided and UE-part 2-sided part use cases, respectively. The description of the main terms and blocks in Figure 1 and Figure 2 are as follows:
Test Equipment (TE): Equipment used to emulate the gNB and control the channel emulator. It can be also referred as System Simulator (SS).
Test controller: Implements test scenario generator, LCM performance validation steps and ML Functionality configuration generation; controls the channel emulator equipment.
ML Functionality management: Implements Functionality configuration operations, Functionality activation/deactivation/switching/fallback and monitoring operation; controls the ML Functionality control functions in the UE.
Channel emulator: Equipment used to generate the ((conductive or over-the-air) radio channel characteristics (path loss and fading), controlled by the test controller; it is used on the downlink air-interface (PDCCH and PDSCH, LCM related RRC/MAC-CE/DCI signaling).
Device Under Test (DUT)/ UE: The UE being tested.
ML Functionality control: Implements Functionality configuration handling (application) and Functionality activation/deactivation/switching/fallback; operates under control of the ML Functionality management in the TE.
ML inference: Implements the execution of the step required for ML model inference operation.
[bookmark: _Toc146192397][bookmark: _Toc146741997]RAN4 to adopt as reference test diagrams for minimum performance testing of UE 1-sided use cases the setup depicted in Figure 1.
[bookmark: _Toc146192398][bookmark: _Toc146741998]RAN4 to adopt as reference test diagrams for minimum performance testing of UE-part 2-sided use cases the setup depicted in Figure 2.
[image: A diagram with text and black arrows
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[bookmark: _Ref142563803][bookmark: _Ref142563798]Figure 1: Simplified reference testing diagram for UE-side ML Functionalities in 1-sided use cases.

[image: A diagram of a software company

Description automatically generated with medium confidence]
[bookmark: _Ref142563818]Figure 2: Simplified reference testing diagram for UE-part ML Functionalities in 2-sided use cases.
Testing of LCM procedures
As first step, it is important that new requirements for the Functionality-based LCM procedures are appropriately categorized as core or performance requirements in RAN4. Analyzing the technical solutions currently discussed for LCM procedures (activation, deactivation, switching, fallback, and monitoring) in RAN1 and RAN2, it seems reasonable to treat the test requirements of Functionality-based LCM procedures as core requirements. This approach would also allow RAN4 to define the AI/ML performance requirements as complementary to the functionality-based LCM testing requirements.
[bookmark: _Toc146627519][bookmark: _Toc146741999]RAN4 to treat the test requirements for functionality-based LCM procedures as core requirements.
Following the discussion above, we propose a (simplified) reference test diagram for Functionality-based LCM procedures for UE 1-sided use cases as depicted in Figure 3. We propose this setup to be aligned with the high-level testing framework and diagrams, as agreed in RAN4#106-bis and RAN4#107. Based on our updates proposed in Section 2.2.1, the aim is to be able to test the mechanisms for Functionality activation, deactivation, switching, fallback, and monitoring, including latency/interruption requirements, in a use case agnostic manner. This also allows the adoption of the legacy framework for RRC/MAC-CE/DCI based core requirements.
The description of the main terms and blocks in Figure 3 are as follows:
Test Equipment (TE): Equipment used to emulate the gNB and control the channel emulator.
Test controller: Implements test scenario generator, LCM performance validation steps and ML Functionality configuration generation; controls the channel emulator equipment.
ML Functionality management: Implements Functionality configuration operations, Functionality activation/deactivation/switching/fallback and monitoring operation; controls the ML Functionality control functions in the UE.
Data collection &processing: Implements the monitoring data and UE feedback reports collection and post-processing (when needed).
Channel emulator: Equipment used to generate the ((conductive or over-the-air) radio channel characteristics (path loss and fading), controlled by the test controller; it is used on the downlink air-interface (PDCCH and PDSCH, LCM related RRC/MAC-CE/DCI signaling).
Device Under Test (DUT)/ UE: The UE being tested.
[bookmark: _Hlk142403058]ML Functionality control: Implements Functionality configuration handling (application) and Functionality activation/deactivation/switching/fallback; operates under control of the ML Functionality management in the TE.
Data collection & processing: Implements the monitoring data and UE feedback reports generation and pre-processing (when needed).
ML inference: Implements the execution of the step required for ML model inference operation.
[bookmark: _Toc146627520][bookmark: _Toc146742000]RAN4 to adopt as reference test diagram for Functionality-based LCM procedures for UE 1-sided use cases the setup depicted in Figure .
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[bookmark: _Ref142054774][bookmark: _Ref146744224]Figure 3 – Simplified reference testing diagram for Functionality based LCM procedures for UE 1-sided use cases.

Interoperability aspects
Agreements from RAN4#108 [3]
	Issue 3-5: Interoperability aspects
[bookmark: _Hlk146616178]Companies are invited to bring inputs/comments on the interoperability analysis in R4-2313535 (table included below for reference).
Analysis of the interoperability aspects will be included in the TR.

	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI



· Recommended WF
· Discuss whether this should be captured in the TR and what changes are needed, if any




The previous RAN1 and RAN2 discussions and agreements have highlighted the following:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability [RAN1 #112bis]
· Functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG [RAN1 #112bis]
· Functionality-based LCM is the common baseline of the two LCMs in that it enables functionality-level management of AI/ML operations by NW for UE-side and two-sided models​ [RAN1 #114]
· RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g., activation/deactivation/switching) [RAN2 #123]
According to these, we believe it is more natural for RAN4 to first study the ML-enabled Functionality/Feature related inter-operability aspects, and only later address the ML model related aspects and only for the (sub)use cases where these mechanisms are identified in RAN1 and RAN2 as required.
[bookmark: _Toc146742001]Based on the discussions and agreements in RAN1 and RAN2, it is more natural for RAN4 to first study the ML-enabled Functionality/Feature related inter-operability aspects, and only later address the ML model related aspects if needed.
Furthermore, the current scope of the Release 18 SI (Release 19 WI) is limited to use cases with collaboration level y. and the potential use cases with collaboration level x are not being addressed in RAN1 nor RAN2.
Therefore, we propose to modify the interoperability analysis table in R4-2313535 as indicated Table 2.
	
	ML Training
	Functionality based LCM (configuration/(de)activation/
switching/fallback)
	Functionality/Feature performance 

	NW-UE Collaboration 
Level-y
	N/A in Release 18
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability to be guaranteed by:
- Testing of Functionality-based LCM procedures
	Interoperability to be guaranteed by:
- Pre-deployment Functionality performance monitoring and validation.
- Post-deployment Functionality performance monitoring and validation.
· 


[bookmark: _Ref146721075]Table 2: RAN4 interoperability analysis with focus on ML-enabled Functionality/Feature related aspects for Release 18 use cases.
[bookmark: _Toc146742002]RAN4 to adopt and capture in the TR the interoperability analysis Table 2 with focus on ML-enabled Functionality/Feature related aspects for Release 18 use cases.

Other interoperability/testability aspects
Agreements from RAN4#108 [3]
	Issue 3-6: Channel Models for testing
· Proposals
· Option 1: RAN4 should start discussing/developing CDL models
· Option 2: TDL models are enough
· Option 3: Postpone this discussion for now




Currently the requirements are based on the TDL channel modelling. The models used are TDLA30, TDLB100 and TDLC300. The TDL models are not the most appropriate for channel reporting because the special correlation aspect is not fully considered. Another aspect is time evolution of the channel model.
[bookmark: _Toc146742003]A special channel model is needed instead of just TDL models that are currently used. More advanced models can be considered for the test such as CDL. Another aspect is time evolution of the channel model. 
[bookmark: _Toc146742004]RAN4 to study whether TDL models are sufficient for the performance evaluation of AI/ML Enabled CSI feedback use-cases.

[bookmark: _Toc116995848]Conclusion
In this paper we share our views on potential RAN4 impacts from issues related to interoperability and testability aspects. Specifically, we cover following aspects for selected use cases:
· Test encoder / decoder for 2-sided models
· Reference Block Diagrams
· Interoperability aspects
· Other Interoperability aspects
In the paper, the following Observations and Proposals were made:
Observation 1: Option 2 in the current definition restricts the training to happen only at the network side with joint training. However, it will be better if the network side has the UE side data which can be used to train the test decoder better.
Proposal 1: RAN4 to consider creating a new sub-option to Option 2 (e.g., Option 2a) where the decoder provider is still the NW vendor, however the UE vendor shares the training data with the NW vendor for UE-first Type 3 decoder training.
Observation 2: The format of the test decoder model can be a deciding factor on the option to be used. For e.g., Options 1 and 2 might work with a closed format model (E.g., precompiled model) but Options 3 and 4 might require an open format model that can be retrained further if required.
Proposal 2: RAN4 should discuss on the format of the reference model as a part of discussions on the test decoder.
Observation 3: One of the important factors that will impact the various factors of the workflow of the test decoder is the training type that will be agreed at RAN1. For e.g., Type 1 is better suited for Options 1 and 2, and Type 3 with sequential training can be a go to option for Options 3 and 4. This can impact for e.g., the deployment, training, source of the data set of the test decoder.
Proposal 3: RAN4 should follow the training and collaboration type that is agreed in RAN1 and base its decision of the test decoder workflow on what is concluded in RAN1.
Observation 4: In the case of options 1 and 2: Since both the encoder and the decoder are provided by the DUT vendor, it can be considered as a closed loop DUT vendor-controlled test. This kind of testing will not leave scope for any kind of interoperability of the encoder with different decoders. It will be a difficult task at RAN4 to ensure that the encoder will have reasonable performance with different decoders.
Proposal 4: In case of Options 1 and 2, it needs to be clarified how the test decoder providers can bring in the much-needed interoperability between different encoders provided
Observation 5: In case of options 1 and 2: even though it is a closed loop testing, some agreement still needs to be done between the TE vendors and the DUT-UE vendors. E.g., The Hardware capability required at the TE, complexity of the model, interoperability of the decoder across TE vendors to name a few. Because of this, it will be difficult to completely do away with the specification effort.
Proposal 5: In the case of options 1 and 2, it needs to be discussed at RAN4 on the specification effort that may be required to specify dependencies like hardware capability of the TE, complexity of the model, interoperability of the test decoder across TE vendors etc.,
Observation 6: In case of options 1, 2 and 3: Since the design of the decoder is known to the provider of the encoder, it will be easy to tune the encoder to validate the performance requirement of the AI/ML enabled functionality. Consequently, it would be difficult to guarantee a reasonable performance with the different (other than the test decoder) decoders in the field.
Observation 7: In case of option 3, complete specification of the RAN4 can be a daunting task involving lengthy discussion to align all the stake holders. Also specifying a model can be a complex task with lot of parameters and options to be specified.
Observation 8: In case of option 3, the models can easily get outdated in quick time due to rapid advancement in the AI/ML related technologies and would add significant amount of work in RAN4 for maintenance and too frequent updates. This can be handled with option 4 where the updates can still be handled with the unspecified part of the test decoder.
Proposal 6: We prefer using option 4 as a baseline for the definition of test encoder/decoder.
Observation 9: In case of option 4, the term “partially specified” is very generic. There can be lot of possible options that can be specified. E.g., Model weights, architecture, structure etc.,
Proposal 7: In case of option 4, the definition of partial specification needs to be clarified including what should be specified and what can be left to vendor implementation. For e.g., architecture, structure of the model, model weights, levels of fine-tuning.
Proposal 8: RAN4 to adopt reference testing diagrams for AI/ML functionalities which are based on the current ‘traditional’ test diagrams and include only the strictly needed modifications to capture the nature of the AI/ML-enabled features being tested.
Observation 11: The UE 1-sided and UE-part of 2-sided use cases do not require significantly different minimum performance test setups assuming the corresponding model alignment and potential training/validation are not part of the performance testing procedures, i.e., they are part of initial conditions or test preparation phase.
Observation 12: In the reference test diagrams for AI/ML functionalities it is necessary to indicate separately DL and UL signal paths, such that the setup is not physically different from the traditional test setup(s).
Proposal 9: RAN4 to adopt as reference test diagrams for minimum performance testing of UE 1-sided use cases the setup depicted in Figure 1.
Proposal 10: RAN4 to adopt as reference test diagrams for minimum performance testing of UE-part 2-sided use cases the setup depicted in Figure 2.
Proposal 11: RAN4 to treat the test requirements for functionality-based LCM procedures as core requirements.
Proposal 12: RAN4 to adopt as reference test diagram for Functionality-based LCM procedures for UE 1-sided use cases the setup depicted in Figure .
Observation 13: Based on the discussions and agreements in RAN1 and RAN2, it is more natural for RAN4 to first study the ML-enabled Functionality/Feature related inter-operability aspects, and only later address the ML model related aspects if needed.
Proposal 13: RAN4 to adopt and capture in the TR the interoperability analysis Table 2 with focus on ML-enabled Functionality/Feature related aspects for Release 18 use cases.
Observation 14: A special channel model is needed instead of just TDL models that are currently used. More advanced models can be considered for the test such as CDL. Another aspect is time evolution of the channel model.
Proposal 14: RAN4 to study whether TDL models are sufficient for the performance evaluation of AI/ML Enabled CSI feedback use-cases.
[bookmark: _Toc116995849]
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