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1	Introduction
During recent RAN4 meetings, discussion has started on AI/ML in PHY RAN4 aspects. This paper presents some considerations specific to the individual use-cases considered in the SI. A companion paper presents considerations applicable for all use cases.
[bookmark: _Ref178064866]2	Discussion
2.1 LCM requirements
As per our understanding LCM has different phases as described below.
· Data collection 
· Model inference
· Model training
· Model monitoring
· Model update or change

RAN1 have identified potential signaling for the above-mentioned LCM procedures. These LCM procedures may be enabled using RRC or L1 or L2 signaling. When RAN1 introduce signaling to these procedures in the WI phase, we think RAN4 need to define the requirements to ensure predictable performance for all the UEs supporting this feature. 
[bookmark: _Toc146733371]RAN4 to define LCM requirements in the WI phase.  

2.2	Two-sided CSI compression
During RAN4#108, further discussion took place on the implications of different options for testing of 2-sided CSI operation. The remaining options were captured in the WF as follows:
· Option 1: Test decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: Test decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The Test decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The Test decoder(s) are partially specified and captured in RAN4 spec.

A table was also proposed to capture a summary of considerations relating to each option. Prior to considering the table, we re-iterate our understanding in the following:
Although in theory the test decoder does not need to correspond to the decoder assumed when training the UE or the decoder actually used in the network, in reality the choice of test decoder will influence what the UE or network assumed model can be. Thus, the discussion on test model in RAN4 cannot be separated from the discussions on training and interoperability.
[bookmark: _Toc142657390][bookmark: _Toc146733296]The approach used for deciding the test decoder is linked to the discussions on training and interoperability.

One important aspect to bear in mind is how much performance difference is observed as a result of different decoder/encoder models. If the overall performance does not vary much between different decoder/encoder pairs, then the considerable complexity needed to enable the possibility of different decoders (whether supplied from the UE vendors network vendors or elsewhere),i.e.,  enable compatibility and training and enable testing of different encoder/decoder pairs does not seem worthwhile to impose on the industry, since the end performance would be around the same for all of the encoder/decoder combinations. In this case (that the performance is the same regardless of decoder/encoder), even though standardizing the decoder may be difficult, it would be undesirable to, instead of doing the work in standardization, instead in effect skip standardization and leave a need for complex mechanisms for interoperability, training and testing across multiple network and UE vendors.
[bookmark: _Toc142657391][bookmark: _Toc146733297]The need to ensure interoperability between different encoders and decoders of different vendors, including testing, represents a significant complexity for the industry and a step away from standardization.
[bookmark: _Toc142657392][bookmark: _Toc146733298]It may be that the overall performance benefit obtainable from being able to operate with different decoder/encoders does not justify the complexity of supporting interoperability.
[bookmark: _Toc142657393][bookmark: _Toc146733299]The work involved in standardizing a decoder, whilst significant, may still not be as large as the cost to the industry of supporting large numbers of encoder/decoder combinations and interoperability.

Any standardized decoder would need to provide a comparable decoding operation for different TE and gNB platforms when compiled, and so would need to be relatively simple.
[bookmark: _Toc142657394][bookmark: _Toc146733300]A standardized decoder would need to provide comparable performance for operation after compiling across multiple different platforms.

If the performance of the compression would vary significantly depending on the decoder model, then standardization of the decoder would entail selecting a decoder model that is reasonable in terms of complexity and provides good performance. In principle, this would not differ from RAN1 standardization today, in which an attempt is made to provide a standards structure that is based on being able to implement with reasonable complexity and good performance. However, unlike discussions in RAN1 today, since AI models are not human-readable and debateable, providing a basis on which to discuss which decoder to adopt would be difficult. Depending on whether it would be a reference decoder or test decoder to be standardized, the standardization discussion may be in RAN1 or RAN4 but would encounter the same difficulty.
[bookmark: _Toc142657395][bookmark: _Toc146733301]Standardization of a decoder is quite different to today, since the models are not human readable and debateable. Discussion would presumably focus on how transferable the models would be between different platforms.
Since the AI model performance is closely linked to the hardware, it may be that several decoders might need to be standardized to correspond to different hardware architectures.
The case in which it is most convincing that flexibility for supporting different decoders is useful is where the overall performance is a trade-off between performance and complexity, such that some vendors may prefer to obtain increased compression performance at the cost of complexity, whereas other vendors may prioritize complexity. In this case, since the complexity of the decoder is on the gNB, and also the gNB needs to be able to manage a large set of different UE implementations, it makes sense that the reference decoder comes from the network side (e.g., via an API), and that in addition a corresponding test decoder comes from the network side.
[bookmark: _Toc142657396][bookmark: _Toc146733302]The most convincing case for not standardizing a decoder is where the gNB may trade off complexity and performance in different ways. In that case, since it is the gNB trading cost and performance it makes sense for test decoders and potentially API for reference encoder to be supplied from the network side.

However, even in the case that there is a trade-off between complexity and performance with the decoder, it may still be less complex from an overall perspective to standardize several decoders with differing complexity levels than suffer the complexity of interoperability and training between different UE and network vendor supplied decoders.
[bookmark: _Toc142657397][bookmark: _Toc146733303]Even if there is a complexity/cost trade-off, standardization of several test decoders with different complexity levels could be considered.

It may also be important to bear in mind that the conclusion from this SI for CSI compression might not be applicable for other 2-sided use cases. For example, it may be that for CSI compression, the network side decoder does not make a large performance difference, but for other use cases the difference is significant. Or it could be that for other use cases (such as channel coding for uplink), the UE side model may not make a large performance difference whereas the network side might. So, care may be needed if considering the outcome of the SI for the 2-sided CSI compression use case as a general example.
[bookmark: _Toc142657398][bookmark: _Toc146733304]The conclusions of the SI on interoperability/testing for CSI compression may not be generally applicable for 2-sided models, since it depends on the variation of performance of encoders / decoders.

At RAN4#108, a table was discussed and captured in the WF [1] capturing the characteristics and the pros / cons of the different methods of deciding the test decoder / test encoder.

	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 
	 
	 
	 

	Source of decoder training data
	
	
	
	

	DUT vendor knowledge of the test decoder
	 
	 
	 
	 

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	 
	 
	 
	 

	Test decoder verification procedure at TE and/or DUT
	 
	 
	 
	 

	Feasibility of test decoder verification procedure
	
	
	
	

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	 
	 
	 
	 

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 
	 
	 
	 

	Specification Effort (e.g. test decoder)
	 
	 
	 
	 

	Confidentiality/IP issues
	 
	 
	 
	 

	Applicability to different scenarios/conditions/ configurations
	 
	 
	 
	 

	Complexity of actual testing procedure for the ecosystem
	
	
	
	



We present our views for each of the table entries in the following sections. The views are presented in text form and outside of the table for formatting reasons; further discussion can take place on how to eventually capture the relevant information.
[bookmark: _Toc146733372]Consider the information in sections 2.2.1. and 2.2.2 as responses to the table contents.
It is important to note that, as outline above, in our understanding the test decoder or encoder is likely to have to match quite closely to the actually deployed decoder / encoder models, and hence the choice of test decoder / encoder model source will influence what can be supported in terms of training.

[bookmark: _Toc146733305]It is assumed when filling in the table that the test decoder/encoder will in practice need to be closely matched to the actually used decoder / encoder, and hence the selection of encoder/decoder impacts training and collaboration options.

2.2.1 UE testing

2.2.1.1 Option 1 Encoder vendor provides the test decoder

Source of the test decoder
According to the agreed option, the test decoder comes from “the vendor of the encoder under test”. Our understanding is that it should be the UE/Chipset vendor, since that is the DUT vendor.
Source of decoder training data
The DUT vendor. See details under training collaboration types.
DUT vendor knowledge of the test decoder
In principle complete knowledge, the DUT vendor has designed and trained the test decoder. However, the DUT vendor may not know the performance of the model when lowered on the test gear hardware.
Supported training collaboration type (source of training data should be consistent with the collaboration type)
· Type 1 NW side: Not supported. By definition of this training type, the decoder is trained by the NW/infra vendor, which is not the DUT vendor.
· Type 1 UE side: Supported.
· Type 2 Joint: Not supported. For this training type the decoder, that is paired with the encoder, will be designed by the NW vendor, trained, e.g., in a cloud or elsewhere and  the trained modelreceived by only NW/infra vendor, which is not the DUT vendor.
· Type 2 Sequential (NW first): Not supported. For this training type, the decoder is trained first by the NW/infra vendor. Then the encoder is trained in such a way that it will match the decoder. Nevertheless, the training type does not result in that the DUT vendor receives a trained decoder.
· Type 3 NW-first: Not supported. By definition of this training type, the decoder is trained by the NW/infra vendor, which is not the DUT vendor.
· Type 3 UE-first: Supported. The training type results in that the DUT vendor has a nominal decoder, which could be used as a test decoder.
We note that the DUT vendor could in all the non-supported cases of course do a proprietary training of a new decoder. However, such procedures are not considered supported. First, the encoder would not be tested against the decoder that is expected to be deployed. Second, the effect of such iterated training procedures is unclear, in the sense that it is not studied how the performance in such a test would relate to performance in a real scenario. Third, such iterated training of a decoder would destroy part of the purpose of the training type, where assumptions on pairing and expected deployed models are no longer valid.

Test decoder verification procedure at TE and/or DUT
The verification procedure is intended to ensure that the lowered version of the decoder at the test equipment has a decoding performance within some expected limits, and hence is a valid test decoder. It is important to ensure that the compiled test decoder performance is comparable between different TE platforms. To verify the decoder performance requires a reference encoder, which will likely also need to be provided by the TE vendor. Since the decoder is supplied by the vendor of the encoder, the verification of the decoder and testing of the encoder effectively becomes a test of the combined encoder-decoder.

Feasibility of test decoder verification procedure
As discussed above, to verify the decoder supplied by the encoder vendor requires also an encoder to be supplied by the encoder vendor. This is feasible, but in effect makes the test a test of the combined decoder / encoder pair.

Reflection on the real deployment (knowledge of model, training type, etc.)
The impact of the testing method on the supported training types is described above. For the real deployment, if testing is performed in this manner then a very close collaboration between gNB vendors and network operators and UE vendors is needed. If the gNB does not have knowledge of the test decoder or uses a different decoder then performance in a real environment will involve unmatched encoder/decoder pairs and will likely be very poor.
It should be noted that it is unlikely to be feasible for a gNB to run a large number of parallel decoders corresponding to different UE/encoder vendor implementations and to switch between different decoders on a fast basis depending on scheduling decisions, and thus it the likelihood that the gNB can always operate with a decoder matched to the UEs test decoder is low.
How well the encoder/decoder pair is matched to the real world situations will depend on the training procedure and dataset used by the encoder vendor.

TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
The TE will need to receive the test decoder and compile it to the test equipment. TE platforms may need to be able to support similar model and complexity assumptions, or else some TE platforms might be able to operate the decoder whereas others may not. The decoder will need to be provided to the TE encoder in a format that is accessible for the TE compiler to compile to the test equipment.
Training of the decoder by the TE vendor is assumed not to be required since the decoder has already been trained by the encoder vendor.

Specification Effort (e.g. test decoder)
The test decoder will not need to be directly specified. However, specification of parameters relating to the complexity, assumed model structure etc. may need to be standardized in order to ensure interoperability between different TE platforms and also the ability to operate a decoder similar to the test decoder on gNB platforms.

Confidentiality/IP issues
The encoder vendor will need to disclose the decoder model to TE vendors. Furthermore, the encoder vendor is likely to need to disclose the decoder model to network equipment vendors, since the network equipment will need to operate with the test decoder or something very close. To enable an open and interoperable standard, this means that the test decoder model will need to be made public and available in some way. 

Applicability to different scenarios/conditions/ configurations
The degree of generalizability of the encoder/decoder performance to different scenarios, configurations and conditions would be entirely in the control of the encoder vendor. A network vendor or network operator would not be able to directly influence the performance of the encoder/decoder pair in their specific deployment situations.

Complexity of actual testing procedure for the ecosystem
The complexity for the eco-system would be very high, since a matching of decoder/encoder pairs would always be required. Furthermore, as noted above, gNB are unlikely to be able to run a plethora of decoder models and switch between models in real time. Thus, this option would place a high burden on the eco-system for matching decoder-encoders, outside of standardization, and reducing the number of decoders to a very small and manageable number.
The only supported training modes as Type 1 UE sided and Type 3 UE first.

2.2.1.2 Option 2 Network vendor provides the test decoder

Source of the test decoder
According to the agreed option, the test decoder comes from “the vendor of the decoder (infra-vendors)”. Our understanding is that it should be the gNB vendor.

Source of decoder training data
If the decoder has been trained by the infrastructure vendor, then the infrastructure vendor will be the source of the training data.

DUT vendor knowledge of the test decoder
The DUT vendor does not by default know the test decoder. However, to enable training of the encoder the network vendor would need to provide the decoder or an API to the decoder. Alternatively, the encoder would need to be trained on the network side.

Supported training collaboration type (source of training data should be consistent with the collaboration type)
· Type 1 NW side: Supported. By definition of this training type, the decoder is trained by the NW/infra vendor, and in principle the encoder could be trained by the network vendor too.
· Type 1 UE side: Not supported. If the network vendor supplies the decoder then obviously the encoder/decoder pair cannot be trained on the UE side.
· Type 2 Joint: Supported. For this training type the decoder, that is paired with the encoder, will be designed by the NW vendor, trained, e.g., in a cloud or elsewhere and received by only NW/infra vendor, which can then supply it to the test occasion.
· Type 2 Sequential (NW first): Supported. For this training type, the decoder is trained first by the NW/infra vendor. Then the encoder is trained in such a way that it will match the decoder. Nevertheless, the training type does not result in that the DUT vendor receives a trained decoder.
· Type 3 NW-first: Supported. By definition of this training type, the decoder is trained by the NW/infra vendor.
· Type 3 UE-first: Not supported. Since the decoder is supplied from the network, the UE side encoder cannot train first..
Test decoder verification procedure at TE and/or DUT
The verification procedure is intended to ensure that the lowered version of the decoder at the test equipment has a decoding performance within some expected limits, and hence is a valid test decoder. It is important to ensure that the compiled test decoder performance is comparable between different TE platforms. To verify the decoder performance requires a reference encoder. Thus, the network vendor would need to supply a reference encoder that could validate the lowered performance of the decoder in the TE. If that encoder would be supplied to and used by the UE vendor, then the verification of the decoder and testing of the encoder effectively becomes a test of the combined encoder-decoder. The UE vendor could however train their own encoder based on the decoder.
Feasibility of test decoder verification procedure
The decoder verification procedure is feasible as long as the network vendor can also provide a reference encoder for verifying the test decoder. In practice, this may mean that the UE trained encoder will need to be similar to the network vendors reference encoder (even if the UE trained encoder is trained separately) to achieve the requirement.

Reflection on the real deployment (knowledge of model, training type, etc.)
For the real deployment, if testing is performed in this manner, then a very close collaboration between gNB vendors and network operators and UE vendors is needed. The gNB decoder is likely to be very similar to the test decoder. If the UE does not have knowledge of the gNB assumed decoder, then performance in a real environment will involve unmatched encoder/decoder pairs and will likely be very poor. Also, the complexity for the UE of supporting multiple models corresponding to different network assumptions and being able to store or download and switch to the correct model is likely to be large. However, the UE would not need to operate encoders simultaneously and would only need to switch to a different encoder when switching networks. This is a more manageable situation compared to where the gNB must manage multiple models simultaneously.
How well the encoder/decoder pair is matched to real world situations will depend on the training procedure and dataset used for the decoder generation and for the encoder generation. There may be some question as to how far the encoder can be trained with a wider set of data than the decoder whilst still meeting the requirements.

TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
The TE will need to receive the test decoder and compile it to the test equipment. TE platforms may need to be able to support similar model and complexity assumptions, or else some TE platforms might be able to operate the decoder whereas others may not. The decoder will need to be provided to the TE in a format that is accessible for the TE compiler to compile to the test equipment.
Training of the decoder by the TE vendor is assumed not to be required since the decoder has already been trained by the network vendor.

Specification Effort (e.g. test decoder)
The test decoder will not need to be directly specified. However, specification of parameters relating to the complexity, assumed model structure etc. may need to be standardized in order to ensure interoperability between different TE platforms.

Confidentiality/IP issues
The network vendor will need to disclose the decoder model to TE vendors. Furthermore, the network vendor is likely to need to disclose the decoder model or an API for the model to UE vendors, since an assumption may be needed for training. To enable an open and interoperable standard, this means that the test decoder model or an API for the model will need to be made public and available in some way. 

Applicability to different scenarios/conditions/ configurations
The degree of generalizability of the encoder/decoder performance to different scenarios, configurations and conditions would depend both on the decoder and the encoder. In this scenario, however a network vendor may be able to train a test decoder that is more suited to their network deployment and thus ensure that the requirements are more likely to be met in their deployment and configuration.

Complexity of actual testing procedure for the ecosystem
The complexity for the eco-system would be very high, since a matching of decoder/encoder pairs would always be required. Furthermore, as noted above, UEs would need to have trained models corresponding to the different network decoders. Thus, this option would place a high burden on the eco-system for matching decoder-encoders and reducing the number of encoders to a very small and manageable number.

2.2.1.3 Options 3 and 4 The test decoder is partially or fully standardized

Source of the test decoder
According to the agreed option, the test decoder comes at least partially from the specification.

Source of decoder training data
The decoder training data would be decided at the time of standardization.

DUT vendor knowledge of the test decoder
The DUT vendor would have knowledge of the test decoder from the standard

Supported training collaboration type (source of training data should be consistent with the collaboration type)
· Type 1 NW side: Not supported. Since the decoder is standardized, joint training on the network side is not possible unless done at the time of standardization.
· Type 1 UE side: Not supported. Since the decoder is standardized, joint training on the UE side is not possible unless done at the time of standardization.
· Type 2 Joint: Not supported. Since the decoder is standardized, joint training is not possible unless done at the time of standardization.
· Type 2 Sequential (NW first): Not supported. For this training type, the decoder is provided by the standard, not the network. Then the encoder is trained in such a way that it will match the decoder.
· Type 3 NW-first: Not supported. The decoder is provided by the standard, not the network.
· Type 3 UE-first: Not supported. Since the decoder is supplied from the standard, the UE side encoder cannot train first unless done at the time of standardization.
Test decoder verification procedure at TE and/or DUT
The verification procedure is intended to ensure that the lowered version of the decoder at the test equipment has a decoding performance within some expected limits, and hence is a valid test decoder. It is important to ensure that the compiled test decoder performance is comparable between different TE platforms. To verify the decoder performance requires a reference encoder. Thus, the standard might need to capture a reference encoder that could validate the lowered performance of the decoder in the TE.

Feasibility of test decoder verification procedure
The decoder verification procedure is feasible as long as the standard can also provide a reference encoder for verifying the test decoder. In practice, this may mean that the UE trained encoder will need to be similar to the reference encoder (even if the UE trained encoder is trained separately) to achieve the requirement.

Reflection on the real deployment (knowledge of model, training type, etc.)
How well the encoder/decoder pair is matched to real world situations will depend on the training procedure and dataset used for the decoder generation and for the encoder generation at the time of standardization. There may be some question as to how far the encoder can be trained with a wider set of data than the standardized decoder whilst still meeting the requirements.

TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
The TE will need to receive the test decoder and compile it to the test equipment. TE platforms may need to be able to support similar model and complexity assumptions, or else some TE platforms might be able to operate the decoder whereas others may not. The decoder will need to be provided to the TE in a format that is accessible for the TE compiler to compile to the test equipment.
Potentially, to allow for variations in the complexity of the TE (and gNB), several standardized decoders could be captured that have different complexity levels.
Training of the decoder by the TE vendor is assumed not to be required since the decoder is standardized.
Specification Effort (e.g. test decoder)
The specification effort would be high. There would need to be a means to select and discuss an optimal decoder. Unlike usual standardization, it is more difficult to compare performance and complexity of different proposals.
Potentially, more than one decoder might need to be standardized in order to allow for variation in TE (and potentially gNB) platforms. Aspects of inter-operability should then also be studied, e.g., if there are 3 decoders specified (complexity vs performance trade-offs), do they come with 3 different reference encoders or are there a single reference encoder from which the 3 decoders are utilizing the the same CSI report differently? This may impact the number of encoders that a UE has to implement.

Confidentiality/IP issues
If published in the standard, the decoder would need to be publicly available without IP issues.

Applicability to different scenarios/conditions/ configurations
The degree of generalizability of the encoder/decoder performance to different scenarios, configurations and conditions would depend both on the decoder and the encoder. Once standardized, the generalization capability of the decoder will be fixed. The potential for differently trained encoders to generalize or perform differently whilst meeting the requirements is not clear.

Complexity of actual testing procedure for the ecosystem
The complexity for the eco-system would be much lighter than the other options if only one or a small number of decoders would be standardized. Encoder/decoder matching would be light (or not needed at all if only one standardized decoder) and there would not be a need to train a large amount of encoders or decoders to operate with different vendors.

2.2.2 BS testing
First, we note that the table provided from the last RAN4 meeting (R4-2314740) was for UE testing. For BS testing there was a note included that stated that: 
	Table below is meant for the UE testing, similar table is needed for testing BS with replacing test decoder by test encoder.


We want to highlight that there is a potential risk of confusion of what is Option 1 and Option 2 in the discussion of BS testing. For example, how to generalize Option 1 to BS testing could be interpreted in one of the following two ways:
· Encoder/UE vendor provides test model (encoder).
· DUT vendor (vendor of decoder) provided the test model (encoder).

We chose interpretation 1 but acknowledge that interpretation 2 can also be valid. Hence, we caution everyone to be careful when reading the assumptions to understand which interpretation is made by each company.
[bookmark: _Toc146733306]Care should be taken when reading Option 1 and Option 2 for BS testing in two-sided CSI compression. Assumptions should be clearly stated to ensure alignment and decrease confusion.

2.2.2.1 Option 1 Encoder/UE vendor provides the test encoder

Source of the test encoder
According to the agreed option, the test decoder comes from “the vendor of the encoder”. Our understanding is that it should be the UE/Chipset vendor.
Source of encoder training data
The UE/encoder vendor. 

DUT vendor knowledge of the test encoder
The DUT vendor does not by default know the test encoder. To enable training of the decoder the UE vendor may need to provide knowledge of the encoder. Alternatively, the decoder may be trained on the UE side.

Supported training collaboration type (source of training data should be consistent with the collaboration type)
· Type 1 NW side: Not supported. By definition of this training type, the encoder is trained by the NW/infra vendor, which is not the DUT vendor.
· Type 1 UE side: Supported.
· Type 2 Joint: Supported. For this training type the encoder, that is paired with the decoder, will be designed by the UE vendor, trained, e.g., in the cloud or elsewhere and only received by UE/Chipset vendor, which can then provide it to the test occasion.
· Type 2 Sequential (NW first): Not supported. For this training type, the decoder is trained first by the NW/infra vendor. Then the encoder is trained in such a way that it will match the decoder. Nevertheless, the training type does not result in that the DUT vendor receives a trained decoder.
· Type 3 NW-first: Not supported. This training type is not feasible if the UE vendor supplies the encoder.
· Type 3 UE-first: Supported. To support this training type the UE vendor would need to supply details of the encoder to the network vendor.

Test encoder verification procedure at TE and/or DUT
The verification procedure is intended to ensure that the lowered version of the encoder at the test equipment has a decoding performance within some expected limits, and hence is a valid test encoder. It is important to ensure that the compiled test encoder performance is comparable between different TE platforms. To verify the encoder performance requires a reference decoder. Since the reference decoder and encoder supplied by the vendor of the encoder, the verification of the encoder and testing of the decoder effectively becomes a test of the combined encoder-decoder if the NW vendor uses the reference decoder.

Feasibility of test encoder verification procedure
As discussed above, to verify the encoder supplied by the encoder vendor requires also a decoder to be supplied by the encoder vendor. This is feasible, but in effect makes the test a test of the combined decoder / encoder pair if the NW vendor uses the reference decoder.

Reflection on the real deployment (knowledge of model, training type, etc.)
The impact of the testing method on the supported training types is described above. For the real deployment, if testing is performed in this manner, then a very close collaboration between gNB vendors and network operators and UE vendors is needed. If the gNB does not have knowledge of the test encoder assumed by the UE or uses an unmatched decoder, then performance in a real environment will involve unmatched encoder/decoder pairs and will likely be very poor.
It should be noted that it is unlikely to be feasible for a gNB to run a large number of parallel decoders corresponding to different UE/encoder vendor encoders and to switch between different decoders on a fast basis depending on scheduling decisions, and thus it the likelihood that the gNB can always operate with a decoder matched to the UEs test encoder is low.
How well the encoder/decoder pair is matched to the real-world situations will depend on the training procedure and dataset used by the encoder vendor.

TE requirements to deploy the encoder (e.g. training, complexity, interoperability)
The TE will need to receive the test encoder and compile it to the test equipment. TE platforms may need to be able to support similar model and complexity assumptions, or else some TE platforms might be able to operate the encoder whereas others may not. The encoder will need to be provided to the TE in a format that is accessible for the TE compiler to compile to the test equipment.
Training of the encoder by the TE vendor is assumed not to be required since the encoder has already been trained by the encoder vendor.

Specification Effort (e.g. test encoder)
The test encoder will not need to be directly specified. However, specification of parameters relating to the complexity, assumed model structure etc. may need to be standardized in order to ensure interoperability between different TE platforms.

Confidentiality/IP issues
The encoder vendor will need to disclose the encoder model to TE vendors. Furthermore, the encoder vendor may need to disclose the encoder model to network equipment vendors, for training of the decoder. To enable an open and interoperable standard, this means that the test encoder model will need to be made public and available in some way. 

Applicability to different scenarios/conditions/ configurations
The degree of generalizability of the encoder/decoder performance to different scenarios, configurations and conditions would depend on the training of the encoder and decoder. 

Complexity of actual testing procedure for the ecosystem
The complexity for the eco-system would be very high, since a matching of decoder/encoder pairs would always be required. Furthermore, as noted above, gNB are unlikely to be able to run a plethora of decoder models and switch between models in real time. Thus, this option would place a high burden on the eco-system for matching decoder-encoders and reducing the number of decoders to a very small and manageable number.

2.2.2.2 Option 2 Network vendor provides the test encoder

Source of the test encoder
According to the agreed option, the test encoder comes from “the vendor of the decoder (infra-vendors)”. Our understanding is that it should be the gNB vendor.

Source of encoder training data
If the encoder has been trained by the infrastructure vendor, then the infrastructure vendor will be the source of the training data.

DUT vendor knowledge of the test encoder
The network vendor would have full knowledge of the test encoder, having supplied it.

Supported training collaboration type (source of training data should be consistent with the collaboration type)
· Type 1 NW side: Supported. By definition of this training type, the encoder is trained by the NW/infra vendor, and in principle the decoder could be trained by the network vendor too..
· Type 1 UE side: Not supported. If the network vendor supplies the encoder, then obviously the encoder/decoder pair cannot be trained on the UE side.
· Type 2 Joint: Not supported. For this training type the encoder, that is paired with the decoder, will be designed by the UE vendor, trained, e.g., in a cloud or elsewhere and the trained model received by only the UE vendor. Hence, the NW(infra vendor cannot supply it to the test occasion.
· Type 2 Sequential (NW first): Possibly supported. For this training type, the decoder is trained first by the NW/infra vendor, at which point the NW vendor trains a nominal encoder. Then the encoder is trained in such a way that it will match the decoder by the NW/infra vendor. The nominal encoder could be used for test, but it would not match the encoder deployed by a UE/Chipset vendor.
· Type 3 NW-first: Supported. The decoder can be trained by the NW/infra vendor.
· Type 3 UE-first: Not supported. Since the encoder is supplied from the network, the UE side encoder cannot train first.
Test encoder verification procedure at TE and/or DUT
The verification procedure is intended to ensure that the lowered version of the encoder at the test equipment has a performance within some expected limits, and hence is a valid test encoder. It is important to ensure that the compiled test encoder performance is comparable between different TE platforms. To verify the encoder performance requires a reference decoder. The verification of the encoder and testing of the decoder effectively becomes a test of the combined encoder-decoder if the UE vendor adopts the test encoder.

Feasibility of test encoder verification procedure
As discussed above, to verify the encoder supplied by the network vendor requires also an decoder to be supplied by the network vendor. This is feasible, but in effect makes the test a test of the combined decoder / encoder pair if the UE adopts the test encoder.

Reflection on the real deployment (knowledge of model, training type, etc.)
For the real deployment, if testing is performed in this manner, then a very close collaboration between gNB vendors and network operators and UE vendors is needed. The gNB decoder is likely to be matched to the test encoder. If the UE does not have knowledge of the gNB assumed test encoder, then performance in a real environment will involve unmatched encoder/decoder pairs and will likely be very poor. Also, the complexity for the UE of supporting multiple models corresponding to different network assumptions and being able to store or download and switch to the correct model is likely to be large. However, the UE would not need to operate encoders simultaneously and would only need to switch to a different encoder when switching networks.
How well the encoder/decoder pair is matched to real world situations will depend on the training procedure and dataset used for the encoder generation and for the decoder generation. 

TE requirements to deploy the encoder (e.g. training, complexity, interoperability)
The TE will need to receive the test encoder and compile it to the test equipment. TE platforms may need to be able to support similar model and complexity assumptions, or else some TE platforms might be able to operate the encoder whereas others may not. The encoder will need to be provided to the TE encoder in a format that is accessible for the TE compiler to compile to the test equipment.
Training of the encoder by the TE vendor is assumed not to be required since the encoder has already been trained by the network vendor.


Specification Effort (e.g. test encoder)
The test encoder will not need to be directly specified. However, specification of parameters relating to the complexity, assumed model structure etc. may need to be standardized in order to ensure interoperability between different TE platforms.

Confidentiality/IP issues
The network vendor will need to disclose the encoder model to TE vendors. Furthermore, the network vendor might need to disclose the encoder model or an API for the reference decoder to UE vendors, since an assumption may be needed for training.

Applicability to different scenarios/conditions/ configurations
The degree of generalizability of the encoder/decoder performance to different scenarios, configurations and conditions would depend both on the decoder and the encoder. In this scenario, however a network vendor may be able to train a test encoder/decoder that is more suited to their network deployment and thus ensure that the requirements are more likely to be met in their deployment and configuration.

Complexity of actual testing procedure for the ecosystem
The complexity for the eco-system would be very high, since a matching of decoder/encoder pairs would always be required. Furthermore, as noted above, UEs would need to have trained models corresponding to the different network decoders. Thus, this option would place a high burden on the eco-system for matching decoder-encoders and reducing the number of encoders to a very small and manageable number.

2.1.2.3 Options 3 and 4 The test encoder is partially or fully standardized

Source of the test encoder
According to the agreed option, the test encoder comes at least partially from the specification.

Source of encoder training data
The encoder training data would be decided at the time of standardization.

DUT vendor knowledge of the test encoder
The DUT vendor would have knowledge of the test encoder from the standard.

Supported training collaboration type (source of training data should be consistent with the collaboration type)
· Type 1 NW side: Not supported. Since the encoder is standardized, joint training on the network side is not possible unless done at the time of standardization.
· Type 1 UE side: Not supported. Since the encoder is standardized, joint training on the UE side is not possible unless done at the time of standardization.
· Type 2 Joint: Not supported. Since the encoder is standardized, joint training is not possible unless done at the time of standardization.
· Type 2 Sequential (NW first): Not supported. For this training type, the encoder is provided by the standard, not the network. Then the decoder is trained in such a way that it will match the encoder. 
· Type 3 NW-first: Not supported. The encoder is provided by the standard, not the network.
· Type 3 UE-first: Not supported. The encoder is provided by the standard, not the UE.

Test encoder verification procedure at TE and/or DUT
The verification procedure is intended to ensure that the lowered version of the encoder at the test equipment has an encoding performance within some expected limits, and hence is a valid test encoder. It is important to ensure that the compiled test encoder performance is comparable between different TE platforms. To verify the encoder performance requires a reference decoder. Thus, the standard might need to capture a reference decoder that could validate the lowered performance of the encoder in the TE.

Feasibility of test encoder verification procedure
The decoder verification procedure is feasible as long as the standard can also provide a reference decoder for verifying the test encoder. 

Reflection on the real deployment (knowledge of model, training type, etc.)
How well the encoder/decoder pair is matched to real world situations will depend on the training procedure and dataset used for the decoder generation and for the encoder generation at the time of standardization. 

TE requirements to deploy the encoder (e.g. training, complexity, interoperability)
The TE will need to receive the test encoder and compile it to the test equipment. TE platforms may need to be able to support similar model and complexity assumptions, or else some TE platforms might be able to operate the encoder whereas others may not. The encoder will need to be provided to the TE in a format that is accessible for the TE compiler to compile to the test equipment.
Potentially, to allow for variations in the complexity of the TE (and gNB), several standardized encoders could be captured that have different complexity levels.
Training of the encoder by the TE vendor is assumed not to be required since the encoder is specified.

Specification Effort (e.g. test decoder)
The specification effort would be high. There would need to be a means to select and discuss an optimal encoder. Unlike usual standardization, it is more difficult to compare performance and complexity of different proposals.
Potentially, more than one encoder might need to be standardized in order to allow for variation in TE (and potentially gNB/UE) platforms.

Confidentiality/IP issues
If published in the standard, the encoder would need to be publicly available without IP issues.

Applicability to different scenarios/conditions/ configurations
The degree of generalizability of the encoder/decoder performance to different scenarios, configurations and conditions would depend both on the decoder and the encoder. Once standardized, the generalization capability of the encoder will be fixed. 

Complexity of actual testing procedure for the ecosystem
The complexity for the eco-system would be much lighter than the other options if only one or a small number of test encoders would be standardized. Encoder/decoder matching would be light (or not needed at all if only one standardized encoder assumption) and there would not be a need to train a large amount of encoders or decoders to operate with different vendors.

2.3 Beam management
In this section we look at the TR to analyse the potential RAN4 impacts.  

	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option1: UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option2: UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered

Type2 performance monitoring (UE-side performance monitoring): 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s)
-	If it is for UE-side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	
-	Indication from NW to UE to do LCM operation
-	UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
-	Signalling, e.g., RRC-based, L1-based
-	Note: Performance and UE complexity, power consumption should be considered
	-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable




Based on the above excerpts from the TR 38.843, if RAN1 agrees to performance metric to be calculated at the UE (for type 1 performance monitoring) and reported to NW for LCM operations, RAN4 need to define the requirements for performance metric calculation as all UEs should follow common principles like number of instances to consider in the performance metric calculation and the reporting range, etc.
[bookmark: _Toc146733307]RAN4 may need to introduce performance metric calculation or reporting requirements based on the RAN1 design in WI.
If the type 2 performance monitoring is agreed during the WI phase, RAN4 need to define requirements for how the different UE should perform performance monitoring using the common monitoring principles (e.g., performance monitoring periodicity and samples, etc.) across UEs.
[bookmark: _Toc146733308]RAN4 may need to define type 2 performance monitoring requirements if Ran1 agrees to adapt that method in WI phase.
In summary based on observation 1 and 2, RAN4 need to introduce performance monitoring requirements based on the RAN1 design.
[bookmark: _Toc146733373]RAN4 to introduce performance monitoring requirements during the WI phase.

L1-Signalling:
RAN1 agreed some potential candidates for L1-signalling for further study during WI phase. Excerpts from the TR are copied below.

	L1 signalling:
For BM-Case1 with a UE-side AI/ML model:
-	L1 signalling to report the following information of AI/ML model inference to NW: 
-	The beam(s) that is based on the output of AI/ML model inference.
For BM-Case2 with a UE-side AI/ML model: 
-	L1 signalling to report the following information of AI/ML model inference to NW:
-	The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference.
-	-	Information about the timestamp corresponding the reported beam(s).
For BM-Case1 and BM-Case2 with a network-side AI/ML model: 
-	L1 beam reporting enhancement for AI/ML model inference:
-	UE to report the measurement results of more than 4 beams in one reporting instance
-	Other L1 reporting enhancements can be considered
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
-	Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
-	Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
-	Reporting of best beam(s) obtained by measuring beams of a set of indicated by gNB (e.g., Beams from Set A)
-	Reporting of measurements of the predicted best beam(s) corresponding to model output (e.g., comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)



From the above table, we think highlighted parts have RAN4 impact.
Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
In legacy, RAN4 has only requirements for L1-RSRP accuracy for the DL Tx beams. If RAN1 agreed to introduce L1-RSRP measured or predicted for a beam pair, RAN4 should specify L1-RSRP accuracy and measurement period requirements for the beam pair. 
[bookmark: _Toc146733374]RAN4 to study introducing requirements for beam pair(s) if RAN1 agreed to introduce it in WI phase.

Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
When different UE report confidence metric to the gNB, gNB may be acting on a common algorithm across all the UEs to act on reported confidence metric. We think there should be come common method to ensure all the UEs report similar confidence metric in a particular given scenario. Otherwise gNB do not know how to act for different vendors confidence metric reports.
[bookmark: _Toc146733375]Ran4 to define requirements for confidence metric calculation and reporting to make sure same baseline performance for all the UE.

Data collection:
[bookmark: _Toc146733309]If the data collection requires UE need to perform measurements other than legacy L1-RSRP measurements, RAN4 need to define the measurement period requirements for the data collection. 
	At UE side for UE-side AI/ML model:
-	UE reporting to NW supported/preferred configurations of DL RS transmission.
-	Trigger/initiating data collection considering:
-	Option 1: data collection initiated/triggered by configuration from NW.
-	Option 2: request from UE for data collection.
-	Signalling/configuration/measurement/report for data collection, e.g., signalling aspects related to assistance information (if supported), Reference signals, configuration related to Set A and/or Set B, information on association/mapping of Set A and Set B
-	Assistance information from Network to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of the data (if supported). The assistance information should preserve privacy/proprietary information.
At NW side: 
-	Mechanism related to the reporting.
-	Additional information for content of the reporting.
-	Reporting overhead reduction.
-	Signalling/configuration/measurement/report for data collection
Regarding data collection for NW-side AI/ML model regarding the contents of collected data:
-	Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable.
-	Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable.
-	Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable.
-	Note: Overhead, UE complexity and power consumption are to be considered for the above options.
Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following approaches have been identified for overhead reduction:
· the omission/selection of collected data
· the compression of collected data
· Note1: For the different purposes of data collection, the overhead reduction mechanisms and corresponding specification impacts may be different.
Note2: Support of any mechanism(s) (if necessary) for each LCM purpose and the potential spec impact (if any) are separate discussions
· [bookmark: _Hlk144147779]Note 3: UE complexity and power consumption should be considered



Model Training/Inference related: 
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
-	Beam indication from network for UE reception, which may or may not have additional specification impact (e.g., legacy mechanism may be reused), particularly:
	-	how to perform beam indication of beams in Set A not in Set B.  Note: At least for BM-Case1 with a UE-side AI/ML mode, the legacy TCI state mechanism can be used to perform beam indication of beams
- 	Note: For DL beam pair prediction, there is no consensus to support the reporting of the predicted Rx beam(s) (e.g., Rx beam ID, Rx beam angle information, etc) from the UE to the network.
For BM-Case 2:
· Reporting information about measurements of multiple past time instances in one reporting instance. Notes: Only applicable to network-side AI/ML model. The potential performance gains of measurement reporting should be justified by considering UCI payload overhead.



We think that the model performance greatly depend on the data accuracy used when training, and when performing inference with the model. During the 3GPP RAN4 discussions that led to establishment of requirements for L1-RSRP relative measurement accuracy in Rel-15, the following was assumed: If the UE uses the same Rx chain to calculate L1-RSRP over different beam for the same measurement instance, then the RF impairment error factor is assumed to be the same and does not contribute to the L1-RSRP relative value. However, it cannot be assumed that the UE uses the same Rx chain for measuring L1-RSRP of different beams at each instance. Therefore, the absolute and relative L1-RSRP accuracy requirement is the same in FR2; for example, for SSB L1-RSRP ±6.5dB under same condition, [clause 10.1.20 in 8], which is not the case for FR1, ±5.0dB or ±8.5dB depending on the transmit power for absolute value and ±3.0dB for relative value [clause 10.1.19 in 8].  
In our companion RAN1 evaluations paper [R1-2304749], we show the impact of the measurement error when such errors are included in training data collection (collecting ground truth labels). Our results show that the current assumptions on ±6.5 dB significantly degrade intermediate KPI performance.
[bookmark: _Toc146733376]RAN4 to study improvement to L1-RSRP measurement accuracy and the conditions under which it can be improved for model input for better model training/inference.
2.3.1 Beam prediction requirements/metrics/KPIs
Following WF is agreed in last meeting.
Issue 2-2: Metrics/KPIs for Beam prediction requirements/tests
Agreement:
· Metrics/KPIs for Beam prediction requirements/tests include
· Option 1: RSRP accuracy
· Option 2: beam prediction accuracy: Top-1(%), Top-K(%)
· Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
· Related measurement accuracy can be considered to determine x
· Option 4: overhead/latency reduction 
· Option 5: combinations of above options
· The overhead/latency reduction should be considered for the requirements as the side condition

Regarding the beam prediction requirements or metrics or KPIs, we think RAN4 should study option 1 and option 2 during the study item phase. That means RAN4 should focus on studying the RSRP and beam prediction accuracy from RAN4 point of view. The study may conclude that beam prediction accuracy is not needed in the end, but for now it is preferable to keep both in scope.
According to previous section discussions, we observed that beam prediction accuracy is very poor with existing RSRP accuracy requirement of ±6.5dB. It is unclear to what extent the Option 1 and 2 can be estimated due to the measurement noise while collecting ground truth label.
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[bookmark: _Toc146733377]RAN4 to study requirements in estimating RSRP accuracy and beam prediction accuracy given RSRP measurement inaccuracies
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2.4	Positioning
During the SI, RAN1 evaluated potential gain AI/ML can bring to enhance positioning accuracy in InF-DH scenario. RAN1 evaluation was mainly driven to understand if AI/ML model based positioning can outperform legacy NR positioning method in terms of achievable positioning accuracy in the considered scenario and to also investigate the generalization capability of the AI/ML models for positioning.
Starting from the last few meetings, RAN4 has started discussion on KPIs/metrics to be studied for positioning. The KPIs/metrics considered for further discussion are:
· Option 1: positioning accuracy: Ground truth vs. reported.
· only option available for direct positioning
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: PRS RSRP
· Option 6: others

Positioning accuracy: ground truth vs. reported should not be considered as one of the KPIs for performance requirement discussion. Defining positioning accuracy requirement to be met in a wider set of scenarios is not feasible and RAN4 should only aim at setting performance requirements that can be generalized to a wider set of scenarios.

[bookmark: _Toc146733378]RAN4 to not consider positioning accuracy: ground truth vs. reported as one of the positioning KPIs/metrics for positioning use case. 

Accuracy of path phase and LoS/NLoS indicator were also discussed as positioning KPIs/metrics to be considered by RAN4. In our view path phase should not be considered for RAN4 evaluations because of the following reasons:
· Carrier phase measurement-based positioning is an ongoing work in rel. 18, achievable accuracy based on carrier phase measurement is yet to be established. Besides gain coming from AI/ML based methods exploiting carrier phase measurement is hard to evaluate as baseline performance of legacy method is not defined yet.
· Rel. 18 SI concluded carrier phase measurement gives higher positioning accuracy when radio links between UE and TRPs are favorable, whereas the main objective of AI/ML based positioning study item is to achieve higher positioning accuracy in challenging environment such as InF-DH where majority of radio links between UE and TRP are impaired due to NLoS condition.

[bookmark: _Toc146733379]Do not consider the accuracy of path phase as one of the positioning KPIs/metrics for AI/ML based positioning.

LoS/NLoS indication on the other hand can be used together with other measurements to enhance achievable positioning accuracy. Defining accuracy requirement for such an indicator is, however, not trivial. RAN4 should, therefore, evaluate feasibility before defining accuracy requirement for LoS/NLoS indication. It shall be noted that for the LoS/NLoS indication defined in the existing specifications, there is no RAN4 requirements on its accuracy.

[bookmark: _Toc146733380]RAN4 to first evaluate feasibility aspect before considering the accuracy of LoS/NLoS indication as one of the KPIs/metrics for AI/ML based positioning.

The other two options in the list of KPIs and metrics being discussed are RSTD and PRS-RSRP measurements. These measurements are used in NR positioning, where these measurements are performed by UE and reported to LMF in UE assisted positioning method. Since LMF relies on the accuracy of these measurements to estimate UE location, accuracy requirement for these measurements are defined in 38.133 and UE is expected to meet these requirements while performing RSTD and PRS-RSRP measurements before reporting them to LMF. Analogous to this approach, RAN1 considered timing measurement, such as RSTD measurement, as an output of the AI/ML model at UE side in positioning sub-use case 2a. In this regard, RAN4 should consider RSTD accuracy as one of the KPIs/metrics for positioning use case. In the other hand, RAN1 evaluations did not consider PRS-RSRP as one of the potential outputs of AI/ML model used for positioning. Therefore, RAN4 should not consider accuracy of PRS-RSRP as one of the potential KPIs/metrics for AI/ML based positioning requirement discussion unless PRS-RSRP is one of the potential outputs of AI/ML model used for positioning.
Positioning sub-use cases evaluated by RAN1: 
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning.
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning.
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning.
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.




 


[bookmark: _Toc146733381]Accuracy of RSTD as output of AI/ML model, at least for positioning sub-use case 2a, shall be considered as one of the KPIs/metrics for positioning use case in RAN4 discussion.

[bookmark: _Toc146733382]RAN4 to not consider PRS-RSRP accuracy as one of the KPIs/metrics for positioning use case in RAN4 discussion, unless PRS-RSRP is one of the potential outputs of AI/ML model used for positioning.

[bookmark: _Toc146733383]RAN4 to discuss other positioning KPIs/metrics, if found relevant, for AI/ML based positioning during the WI phase. 

During the SI RAN1 also studied aspects of collecting training data over the air interface. If a standardized collection of training data is agreed to be specified, then an accuracy requirement for training data (containing data for both model input and model output) needs to be considered for certain cases. For label data (corresponding to model output) in training data collection, accuracy of label also needs to be defined, since the label accuracy has been shown to affect AI/ML model performance. For measurement data (corresponding to model input) in training data collection, it may or may not be necessary for RAN4 to define the accuracy of measurement data: 
· For positioning cases 1/2a/3a, the measurements for model input are performed by UE (Case 1/2a) or gNB (case 3a) and fed to the AI/ML model in UE (Case 1/2a) or gNB (case 3a) itself. Thus, for model inference, the measurement accuracy can be up to UE and gNB implementation, respectively. For training data collection of measurements, it should be discussed whether measurement accuracy needs to be specified. If the training data collection procedure is to be standardized, then reporting format of the measurement data need to be specified, including the quantization range and quantization granularity.  
· For positioning cases 2b/3b, the measurements for model input are performed by UE (Case 2b) or gNB (case 3b) and sent to the LMF for the LMF-side AI/ML model. Thus, the measurements are transferred over standardized interfaces, i.e., LPP for case 2b and NRPPa for case 3b. Thus, it is necessary to define accuracy requirements and reporting format of the measurement data, including the quantization range and quantization granularity.

[bookmark: _Toc146733384]Accuracy requirement for label data (corresponding to model output) needs to be defined if collection of training data over the air interface is agreed to be standardized.
 
[bookmark: _Toc146733385]Accuracy requirement for measurement data (corresponding to model input) needs to be defined. 
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[bookmark: _Toc146733386]For model inference, reporting format (quantization range and granularity) of measurement data need to be defined by RAN4 for positioning sub-use case 2b (LPP interface) and sub-use case 3b (NRPPa interface). Details to be further discussed during the WI phase.
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Conclusion
In the previous sections we made the following observations: 
Observation 1	The approach used for deciding the test decoder is linked to the discussions on training and interoperability.
Observation 2	The need to ensure interoperability between different encoders and decoders of different vendors, including testing, represents a significant complexity for the industry and a step away from standardization.
Observation 3	It may be that the overall performance benefit obtainable from being able to operate with different decoder/encoders does not justify the complexity of supporting interoperability.
Observation 4	The work involved in standardizing a decoder, whilst significant, may still not be as large as the cost to the industry of supporting large numbers of encoder/decoder combinations and interoperability.
Observation 5	A standardized decoder would need to provide comparable performance for operation after compiling across multiple different platforms.
Observation 6	Standardization of a decoder is quite different to today, since the models are not human readable and debateable. Discussion would presumably focus on how transferable the models would be between different platforms.
Observation 7	The most convincing case for not standardizing a decoder is where the gNB may trade off complexity and performance in different ways. In that case, since it is the gNB trading cost and performance it makes sense for test decoders and potentially API for reference encoder to be supplied from the network side.
Observation 8	Even if there is a complexity/cost trade-off, standardization of several test decoders with different complexity levels could be considered.
Observation 9	The conclusions of the SI on interoperability/testing for CSI compression may not be generally applicable for 2-sided models, since it depends on the variation of performance of encoders / decoders.
Observation 10	It is assumed when filling in the table that the test decoder/encoder will in practice need to be closely matched to the actually used decoder / encoder, and hence the selection of encoder/decoder impacts training and collaboration options.
Observation 11	Care should be taken when reading Option 1 and Option 2 for BS testing in two-sided CSI compression. Assumptions should be clearly stated to ensure alignment and decrease confusion.
Observation 12	RAN4 may need to introduce performance metric calculation or reporting requirements based on the RAN1 design in WI.
Observation 13	RAN4 may need to define type 2 performance monitoring requirements if Ran1 agrees to adapt that method in WI phase.
Observation 14	If the data collection requires UE need to perform measurements other than legacy L1-RSRP measurements, RAN4 need to define the measurement period requirements for the data collection.


Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN4 to define LCM requirements in the WI phase.
Proposal 2	Consider the information in sections 2.2.1. and 2.2.2 as responses to the table contents.
Proposal 3	RAN4 to introduce performance monitoring requirements during the WI phase.
Proposal 4	RAN4 to study introducing requirements for beam pair(s) if RAN1 agreed to introduce it in WI phase.
Proposal 5	Ran4 to define requirements for confidence metric calculation and reporting to make sure same baseline performance for all the UE.
Proposal 6	RAN4 to study improvement to L1-RSRP measurement accuracy and the conditions under which it can be improved for model input for better model training/inference.
Proposal 7	RAN4 to study requirements in estimating RSRP accuracy and beam prediction accuracy given RSRP measurement inaccuracies
Proposal 8	RAN4 to not consider positioning accuracy: ground truth vs. reported as one of the positioning KPIs/metrics for positioning use case.
Proposal 9	Do not consider the accuracy of path phase as one of the positioning KPIs/metrics for AI/ML based positioning.
Proposal 10	RAN4 to first evaluate feasibility aspect before considering the accuracy of LoS/NLoS indication as one of the KPIs/metrics for AI/ML based positioning.
Proposal 11	Accuracy of RSTD as output of AI/ML model, at least for positioning sub-use case 2a, shall be considered as one of the KPIs/metrics for positioning use case in RAN4 discussion.
Proposal 12	RAN4 to not consider PRS-RSRP accuracy as one of the KPIs/metrics for positioning use case in RAN4 discussion, unless PRS-RSRP is one of the potential outputs of AI/ML model used for positioning.
Proposal 13	RAN4 to discuss other positioning KPIs/metrics, if found relevant, for AI/ML based positioning during the WI phase.
Proposal 14	Accuracy requirement for label data (corresponding to model output) needs to be defined if collection of training data over the air interface is agreed to be standardized.
Proposal 15	Accuracy requirement for measurement data (corresponding to model input) needs to be defined.
Proposal 16	For model inference, reporting format (quantization range and granularity) of measurement data need to be defined by RAN4 for positioning sub-use case 2b (LPP interface) and sub-use case 3b (NRPPa interface). Details to be further discussed during the WI phase.
 



[bookmark: _In-sequence_SDU_delivery]
