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1. Introduction
From RAN4#106-bis, RAN4 has intensively discussed AI/ML for NR air interface. Although RAN4 reached some consensuses, there are still many open items. The previous agreements and open items are summarized in [1][2][3]. This contribution summarizes previous agreements and proposes possible consensus for RAN4 AI/ML study in Rel-18.
2. Discussion
2.1. High level principle
For general aspects, RAN4 agreed following points.
· RAN4 does not need to study requirements/tests for training if there are no training procedure definition
· For the cases with the existing legacy performance, take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· Dataset to be used for the device model training is left to implementation
· RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM
· The practical processing capability and implementation complexity for device under test should be assumed when specifying RAN4 requirements.
· Only use test encoder/decoder, no need for reference encoder/decoder
In general, AI/ML model structure/parameters highly depends on implementation, and it is difficult to specify them as a standard. Actually, RAN1 study has not defined any reference model for their discussion. Thus, also RAN4 requirements/tests study also should not have any assumption for detailed AI/ML model structure/parameters and it should be up to implementation. Under this assumption, the necessary elements that makes AI performance testable are considered as follows:
· Appropriate AI model selection for each test case
· Metric definition and evaluation method for each use case
· Metric definition and monitoring method for LCM
Observation 1: AI/ML model structure/parameters highly depends on implementation, and it is difficult to specify them as a standard.
Proposal 1: RAN4 should focus on following points under arbitral AI/ML model structure/parameters assumption
· Appropriate AI model selection for each test case
· Metric definition and evaluation method for each use case
· Metric definition and monitoring method for LCM
For 2-sided model discussion, RAN4 has discussed what kind of model should be implemented in TE. Based on above proposal, it should be up to TE vendor implementation. The test results variation between TEs should be absorbed by generalization performance. In general, UE cannot know the detail of AI model of gNB and vice versa, thus this kind of variation should be treated as generalization performance.
Proposal 2: AI model in TE for 2-sided model test should be up to TE vendor implementation
Observation 2: In general, UE cannot know the detail of AI model of gNB and vice versa
Proposal 3: Test results variation between TEs should be absorbed by generalization performance
2.2. Generalization performance test methodology
Generalization performance is one of the key aspects to utilize AI/ML in real network. RAN4 has extensively discussed how to evaluate the generalization performance, but no consensus is achieved so far. Key issue seems to be difficulty to define the test case validating generalization performance. For example, if many test cases are defined to guarantee the generalization performance, it cannot be conducted in conformance test. In addition, there are no concrete metric to validate the generalization performance. In short, this is quite new scenario from performance test point of view, and it should be tested in RAN4. Therefore, new test methodology should be defined.
Observation 3: No existing test methodology can be applied to evaluate generalization performance
The specific test case should be considered appropriately for each use case. However, general framework can be considered for all the cases. Here we propose two methodologies to evaluate generalization performance.
1. Fuzzy side condition test concept
The concept is that side condition has certain variation, e.g. each parameters are defined as probability function, but performance metric is fixed. This fuzzy side condition may evaluate generalization performance.
2. Morphing test concept
The concept is that test case is morphing from the start condition to the end condition continuously during certain evaluation time. This morphing test may evaluate generalization performance.
Proposal 4: RAN4 should introduce new test methodology to evaluate generalization performance, for example following two methodologies:
1. Fuzzy side condition test concept
The concept is that side condition has certain variation, e.g. each parameters are defined as probability function, but performance metric is fixed. This fuzzy side condition may evaluate generalization performance.
2. Morphing test concept
The concept is that test case is morphing from the start condition to the end condition continuously during certain evaluation time. This morphing test may evaluate generalization performance.
Proposal 5: Companies are invited to provide feasibility view of these new concepts
3. Conclusion
In this contribution, we proposed our views on general aspects discussions for NR AI/ML.
Observation 1: AI/ML model structure/parameters highly depends on implementation, and it is difficult to specify them as a standard.
Proposal 1: RAN4 should focus on following points under arbitral AI/ML model structure/parameters assumption
· Appropriate AI model selection for each test case
· Metric definition and evaluation method for each use case
· Metric definition and monitoring method for LCM
Proposal 2: AI model in TE for 2-sided model test should be up to TE vendor implementation
Observation 2: Considering the real situation, UE cannot know the detail of AI model of gNB and vice versa
Proposal 3: Test results variation between TEs should be absorbed by generalization performance
Observation 3: No existing test methodology can be applied to evaluate generalization performance
Proposal 4: RAN4 should introduce new test methodology to evaluate generalization performance, for example following two methodologies:
1. Fuzzy side condition test concept
The concept is that side condition has certain variation, e.g. each parameters are defined as probability function, but performance metric is fixed. This fuzzy side condition may evaluate generalization performance.
2. Morphing test concept
The concept is that test case is morphing from the start condition to the end condition continuously during certain evaluation time. This morphing test may evaluate generalization performance.
Proposal 5: Companies are invited to provide feasibility view of these new concepts
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