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1.	Introduction
In the Rel-18 Study Item investigation for Artificial Intelligence (AI)/Machine Learning (ML) for NR, two sided models are characterized by a particular degree of complexity and their testability is more articulated than one sided models. RAN4 has started a discussion on the requirements for TE for two sided models [1, 2, 3], and this contribution provides some remarks on the possible strategies to select the decoder model to be used in the TE.
[bookmark: OLE_LINK53]2. 	Discussion
2.1	Reference encoder/decoder
The following options were included in R4-2310433 ([2]) regarding the Encoder/decoder for 2-sided model, with an additional Option 6 removed at RAN4#108:
	[bookmark: _Hlk146110454]Issue 3-3: Encoder/decoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Other options not precluded

Companies are invited to bring further input on merits/de-merits/feasibility of Options 1- 4.



For the above options, we have the following observations:

Observation 1a: For options 1 and 2, the usage of an arbitrary decoder may not be feasible, due to complexity constraints. RAN4 should provide an upper bound to the model complexity (e.g., number of parameters or FLOPs per second) that the TE shall support. This observation does not preclude that other complexity measures than the FLOPs per second or the number of parameters may be more relevant to identify the maximum acceptable complexity for the TE.
Observation 1b: For options 1 and 2, IP issues may arise, because the decoder needs to be available in the TE. This may be particularly relevant in option 2, where the reference decoder must be disclosed by infra-vendors to test the encoder in the UE. Option 1 might lead to potential IP issues for UE vendors, since the decoder (provided in this case by the UE manufacturer) may indirectly yield insights about the encoder.
Observation 1c: For option 1, the conclusiveness of the test may be limited, because the decoder implementation provided by the UE-vendor may significantly differ from decoders that are deployed in the field by infrastructure vendors.
Observation 2a: Option 3 involves the usage of a fully specified decoder. We remark that the decoder designs are likely to evolve over time as AI/ML R&D advances. Therefore a “good” decoder at any given time may not be good anymore in a few months. Today e.g. transformer networks are very popular, but other neural network architectures may yield superior results in the months and years to come. The evolution of these models may lead to frequent updates of the RAN4-specified reference decoders, which may result in an increased standardization effort.
Observation 2b: Option 3 leads to the usage of a specified set of well-defined decoders. However, if only a limited number of decoders is used, the test only proves that the UE can cope with the given decoder(s), but no statement can be given that the UE can act well with different vendors or models in the field. This can lead to a loss of generalisation capability of the employed encoder as the decoder(s) is fixed. Moreover, the usage of a tuned encoder for a very specific decoder may not provide confidence on the actual performance of a UE in the field.
Observation 3a: Option 4 may provide a trade-off between the reproducibility of the test results and proof of the ability of an encoder to work with decoders by different infrastructure vendors. RAN4 may specify, e.g., a range on the decoder complexity or parts of the decoder model architecture (e.g., the number of layers and type of interconnections). Moreover, part of the specification can involve the employed propagation model (e.g., TDL-A or UMi), such that a TE vendor can train a decoder for the requested scenario. This would shift the focus of the test definition from defining a specific model (which may not prove the UE’s real capabilities) to testing the UE capabilities in a certain environment.
Observation 3b: Option 4 leaves a certain degree of uncertainty on the actual used decoder in the TE. Therefore, the actual absolute result for the same DUT may vary between different TEs, but the test may still be well defined by formulating an acceptance criterion in terms of relative KPIs. For instance, that the UL throughput by means of an AI model increases by at least X% with respect to a non AI-enhanced case or that the UL throughput is within X% the maximum expected UL throughput. This type of definition is not unusual in conformance specification tests (e.g., 38.521-1).
Proposal 1: A partial specification of the decoder may provide a more realistic evaluation of the UE capabilities. The left-over uncertainty due to the incomplete definition of the decoder may be limited by appropriate formulation of the test acceptance criteria. RAN4 shall investigate which aspects of the decoder shall be standardized, e.g., model complexity.
3. 	Conclusion
This contribution provides Rohde & Schwarz’s view on the testability aspects for AI/ML tests based on two sided models. 
Proposal 1: A partial specification of the decoder may provide a more realistic evaluation of the UE capabilities. The left-over uncertainty due to the incomplete definition of the decoder may be limited by appropriate formulation of the test acceptance criteria. RAN4 shall investigate which aspects of the decoder shall be standardized, e.g., model complexity.
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