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Introduction
We present our view on the scope of AI/ML work item in this contribution.
Discussion
Test Model/Decoder in Two Sided Model Test
We discussion option 1 to 4 in the following. We have the following observations for the commonality between option 1, 2 and 4:
Observation 1: When the test (reference) decoder/network side model is partially specified in the RAN4 specification, some entities, either encoder, decoder or TE vendors, have to provide the decoder to be implemented in the TE, which is captured in option 1 and 2.
And based on the commonality observation above, we should focus on option 1 to 3, and we have more observations and proposals for those options below:
Observation 2: In option 1 and 3, UE/encoder vendors have a full knowledge of the decoder/network side model, and therefore all the collaboration types are applicable, up to DUT vendors choice of which one to use.
Observation 3: For option 2, since there are multiple sources of the decoder/network side models, RAN4 needs to decide how many decoder/network side models to test in each test configuration/setup (propagation condition, CSI configuration etc., excluding decoder/network side model configuration), and how to get this (these) decoder/network side models.
Proposal 1: If RAN4 agreed any common assumptions for test decoder/network side models, they are applicable to all the options.
Proposal 2: Decoder/network side model verification procedure is not needed for option 1 and 3 since the DUT vendor or RAN4 specification determines the decoder/network side model. However, for option 2, the decoder/network side model is from a third party other than the DUT vendor and specification group, decoder/network side model verification procedure is needed to ensure the effectiveness of the test.
Based on the above observations and proposals, we propose the following options and filling the table listed in the previous noted WF:
Proposal 3: Consider at least the following three options for test decoder/network side model in the noted table in the WF:
· Option 1: test decoder/network side model is provided by the vendor of the DUT
· Option 2: test decoder/network side model is provided by the vendor of the decoder/network side model, or any third party other than the DUT vendor
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 specifications
We are open to discuss option 4 and companies preferring option 4 can clarify what are the differences between option 1/2/3 and option 4.
Besides filling in the entries, we propose to add the following rows to the table:
· As part of clarification of options: Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
· As part of pros/cons analysis: Forward compatibility when new AI models are invented

	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: Partially specified decoder

	Clarification of options

	Source of the test decoder 
	 DUT vendor
	 TBD but not DUT vendor and specification (refer to as the provider)
	 RAN4 specification
	 Can be option 1 or 2

	Source of decoder training data 
	DUT vendor generated by its decoder
	The provider 
	DUT vendor generated by the RAN4 decoder
	Can be option 1 or 2, depends on the Source of the test decoder

	DUT vendor knowledge of the test decoder
	Full knowledge based on its design
	 Partial knowledge based on common assumptions and data provided by the provider
	Full knowledge based on RAN4 spec
	 Can be option 1 or 2, depends on the Source of the test decoder

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
* Note: RAN4 specification of training collaboration procedure before the test is not needed and simulation assumption on training/collaboration type can be discussed separately in the WI stage.

	 All the training collaboration types are applicable and feasible
	Based on the collaborative decision of DUT and decoder provider, outside of 3GPP scope and RAN4 doesn’t have to clarify it from test specification perspective.
	 All the training collaboration types are applicable and feasible if it is a sequential training with a fixed decoder
	 Can be option 1 or 2, depends on the Source of the test decoder

	Test decoder verification procedure at TE and/or DUT
	 No need since:
No matter the failure is from decoder or DUT, it’s DUT vendor’s responsibility
	 Option A: the verification is needed
Option B: the verification is not needed
	 No need since:
Any verification procedure can be done before agreeing the decoder
	 Can be option 1 or 2, depends on the Source of the test decoder

	Feasibility of test decoder verification procedure
	N/A
	Can discuss after the above row agreed
	N/A
	

	Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
	One
	Option A: One
Option B: More than one
Option C: RAN4 doesn’t need to make decision
	One
	

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	 DUT may not have full knowledge of the decoder
	 Align better with reality, DUT has partial knowledge of the decoder
	 DUT may not have full knowledge of the decoder
	 

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 More flexibility is required to load different models
	 More flexibility is required to load different models
	 Least flexibility is required
	 

	Specification Effort (e.g. test decoder)
	 Low
	 Low
	 High
	 

	Confidentiality/ IP issues
	FFS
	FFS
	 Decoder is captured in spec, no IP issues
	 

	Applicability to different scenarios/conditions/ configurations
	 No differences between options
	  No differences between options
	  No differences between options
	 

	Complexity of actual testing procedure for the ecosystem
	Medium: DUT vendors have to design and deliver the model to TE
	High: Decoder provider has to design and deliver the decoder to TE, offline collaboration between decoder provider and DUT vendor, and decoder verification procedure might be required
	Low
	

	Forward compatibility when new AI models are invented
	May have forward compatibility if common assumptions doesn’t exclude new models
	May have forward compatibility if common assumptions doesn’t exclude new models
	Fixed decoder, no forward compatibility
	



Based on the table above, we have the following observations and proposals:
Observation 4: For training collaboration types, we have the following observations for option 1, 2, 3:
Option 1: The DUT vendor can choice whichever the train collaboration type it is preferred regardless of spec limitation since the DUT vendor owns the decoder.
Option 2: The DUT vendor can negotiate with the decoder provider on what training type to use in the offline collaboration procedure before testing the DUT. 
Option 3: The DUT vendor can choice whichever the train collaboration type it is preferred as long as it is a sequential training with a fixed decoder regardless of spec limitation since the DUT vendor can implement the decoder according to the spec.
However, RAN4 may need a common simulation assumption to align the simulation results when defining the requirement. 
Based on the above observation, we have the following proposal:
Proposal 4: Add the following note to the “Supported training collaboration type”: Note: RAN4 specification of training collaboration procedure before the test is not needed and simulation assumption on training/collaboration type can be discussed separately in the WI stage.
Proposal 5: Our opinions of the above listed options in clarification of test decoder options are listed below:
· Issue 1: Whether decoder verification procedure is needed for option 2 => Option A: applicable
The decoder/network side model is from a third party other than the DUT vendor and specification group, decoder/network side model verification procedure is needed to ensure the effectiveness of the test
· Issue 2: Number of test per simulation setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration) => Option A: one
One test is sufficient per simulation setup given that the encoder/UE side mode and decoder/network side model pair is tailored to each setup by appropriate training procedures.

Based on the agreed WF in the previous meeting, 
If two-sided model is to be used in the WI phase, consider complexity limitations based on e.g., feasibility of TE implementation and feasible complexity levels for network vendors/UE vendors.
Therefore, we propose the following to be captured as a common assumption for the test decoder:
[bookmark: _Hlk131691359]Proposal 6: Consider complexity range as part of the common assumptions for test decoder in CSI feedback use case.
Conclusion
Proposal 1: If RAN4 agreed any common assumptions for test decoder/network side models, they are applicable to all the options.
Proposal 2: Decoder/network side model verification procedure is not needed for option 1 and 3 since the DUT vendor or RAN4 specification determines the decoder/network side model. However, for option 2, the decoder/network side model is from a third party other than the DUT vendor and specification group, decoder/network side model verification procedure is needed to ensure the effectiveness of the test.
Proposal 3: Consider at least the following three options for test decoder/network side model in the noted table in the WF:
· Option 1: test decoder/network side model is provided by the vendor of the DUT
· Option 2: test decoder/network side model is provided by the vendor of the decoder/network side model, or any third party other than the DUT vendor
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 specifications
We are open to discuss option 4 and companies preferring option 4 can clarify what are the differences between option 1/2/3 and option 4.
Besides filling in the entries, we propose to add the following rows to the table:
· As part of clarification of options: Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
· As part of pros/cons analysis: Forward compatibility when new AI models are invented

	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	 DUT vendor
	 TBD but not DUT vendor and specification (refer to as the provider)
	 RAN4 specification
	 Can be option 1 or 2

	Source of decoder training data 
	DUT vendor generated by its decoder
	The provider 
	DUT vendor generated by the RAN4 decoder
	Can be option 1 or 2, depends on the Source of the test decoder

	DUT vendor knowledge of the test decoder
	Full knowledge based on its design
	 Partial knowledge based on common assumptions and data provided by the provider
	Full knowledge based on RAN4 spec
	 Can be option 1 or 2, depends on the Source of the test decoder

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
* Note: RAN4 specification of training collaboration procedure before the test is not needed and simulation assumption on training/collaboration type can be discussed separately in the WI stage.

	 All the training collaboration types are applicable and feasible
	Based on the collaborative decision of DUT and decoder provider, outside of 3GPP scope and RAN4 doesn’t have to clarify it from test specification perspective.
	 All the training collaboration types are applicable and feasible if it is a sequential training with a fixed decoder
	 Can be option 1 or 2, depends on the Source of the test decoder

	Test decoder verification procedure at TE and/or DUT
	 No need since:
No matter the failure is from decoder or DUT, it’s DUT vendor’s responsibility
	 Option A: the verification is needed
Option B: the verification is not needed
	 No need since:
Any verification procedure can be done before agreeing the decoder
	 Can be option 1 or 2, depends on the Source of the test decoder

	Feasibility of test decoder verification procedure
	N/A
	Can discuss after the above row agreed
	N/A
	

	Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
	One
	Option A: One
Option B: More than one
Option C: RAN4 doesn’t need to make decision
	One
	

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	 DUT may not have full knowledge of the decoder
	 Align better with reality, DUT has partial knowledge of the decoder
	 DUT may not have full knowledge of the decoder
	 

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 More flexibility is required to load different models
	 More flexibility is required to load different models
	 Least flexibility is required
	 

	Specification Effort (e.g. test decoder)
	 Low
	 Low
	 High
	 

	Confidentiality/ IP issues
	FFS
	FFS
	 Decoder is captured in spec, no IP issues
	 

	Applicability to different scenarios/conditions/ configurations
	 No differences between options
	  No differences between options
	  No differences between options
	 

	Complexity of actual testing procedure for the ecosystem
	Medium: DUT vendors have to design and deliver the model to TE
	High: Decoder provider has to design and deliver the decoder to TE, offline collaboration between decoder provider and DUT vendor, and decoder verification procedure might be required
	Low
	

	Forward compatibility when new AI models are invented
	May have forward compatibility if common assumptions doesn’t exclude new models
	May have forward compatibility if common assumptions doesn’t exclude new models
	Fixed decoder, no forward compatibility
	



Proposal 4: Add the following note to the “Supported training collaboration type”: Note: RAN4 specification of training collaboration procedure before the test is not needed and simulation assumption on training/collaboration type can be discussed separately in the WI stage.
Proposal 5: Our opinions of the above listed options in clarification of test decoder options are listed below:
· Issue 1: Whether decoder verification procedure is needed for option 2 => Option A: applicable
The decoder/network side model is from a third party other than the DUT vendor and specification group, decoder/network side model verification procedure is needed to ensure the effectiveness of the test
· Issue 2: Number of test per simulation setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration) => Option A: one
One test is sufficient per simulation setup given that the encoder/UE side mode and decoder/network side model pair is tailored to each setup by appropriate training procedures.

Proposal 6: Consider complexity range as part of the common assumptions for test decoder in CSI feedback use case.



