3GPP RAN WG4 Meeting #108bis	R4-2315105
Xiamen, China, October 09 – October 13, 2023

Title: 	Discussion on interoperability and testing aspects
Source: 	CATT
Agenda item:	5.21.3
[bookmark: DocumentFor]Document for:	Discussion
Introduction
In RAN4#108 meeting, issues related to interoperability and testing aspects were discussed and some agreements are captured in WF [1]. However, many issues still need to be discussed [2]. In this contribution, we present our viewpoints on some issues to facilitate discussions.
Discussion
Test encoder/decoder for 2-sided model
According to the agreements of the last meeting, the option 6 was down-selected since no inputs to clarify how it works, and the following options are for further discussion: 
	Encoder/decoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options not precluded.


The advantages and disadvantages of all options were summarized in [2] for RAN4#107 meeting. The details are copied below for reference:
	· Proposals
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Advantages:
· Joint encoder/decoder design by the UE vendor can alleviate the impact of model mismatch and any potential performance limitation due to a decoder, and therefore better capture the native performance of the encoder.
· Leaving the reference decoder design and training to UE vendor avoids the limitation on UE encoder design implicitly imposed by the reference and allows UE vendors to update the model when new AI/ML model with better performance is developed in the future.
· Reduce RAN4 loading on specifying a reference decoder.
· Disadvantages:
· Encoder is jointly designed/trained with decoder, and may or may not work for the decoders in the field which may have a model structure mismatch and/or may not be jointly trained. How much performance degradation due to such mismatch and lack of joint training depends on further study of model mismatch and training method impact. And note that collaboration procedures between network and UE vendors can reduce this impact.
· Possible lengthy RAN4 discussion due to large performance span from alignment results
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Advantages:
· Can test with real infra vendor decoder, no additional RAN4 decoder used in practice and the test can reflect the performance in the field.
· Disadvantages:
· It’s not clear which network vendor provides the decoder to the TE. If the spec requires UE to pass the same test for all the models provided by different network vendors, the test burden is very large and not feasible for UE vendors.
· It is not clear how to define a requirement for models provided by different network vendors. The achievable performance may vary from models to models, and if there are a few models perform worse than other models, UE may fail the test due to a model provided by network vendor of which UE vendor doesn’t have control. Then this test can’t verify UE performance. 
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Advantages
· Simpler testing procedure since TE can directly implement the decoder, otherwise the decoder format has to be defined so that TE can load external decoders
· Disadvantages
· Possible lengthy RAN4 discussion to agree on one (or more) fully specified reference decoder
· Encoder is designed/trained with full decoder knowledge, and may or may not work for the decoders in the field which may have a model structure mismatch. How much performance degradation due to such mismatch depends on further study of model mismatch impact. And note that collaboration procedures between network and UE vendors can reduce this impact.
· If the ideal fully specified reference decoder design that works for all types of encoders is not feasible, and network vendors do not consider the fully specified reference decoder as part of their implementation, there are potential issues.
· UE has to implement an additional encoder only for the RAN4 test, or the UE encoder implementation flexibility is limited by the RAN4 test
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Advantages
· TBD
· Disadvantages
· When the reference decoder is partially specified, the unspecified part is left to TE vendor implementation, and a similar problem is observed as in option 2: The achievable performance may vary from TE to TE depending on the different design, and if there are a few TE models perform worse than other TE models, UE may fail the test due to a model provided by TE of which UE vendor doesn’t have control. Then this test can’t verify UE performance.
· Given that different TEs may have different reference decoders, UE may have to implement multiple encoders when test against TE models, which increases UE vendor’s burden.


In this contribution, we will provide our understandings on these options from the perspective of UE tests. The conclusions are applicable to gNB tests with some modifications. 
The purpose of tests is to validate the UE capabilities by comparing its performance with corresponding requirements before UE is permitted to access network. RAN4 tests, therefore, should reflect the UE performance in the field to some extent. However, heavy workloads may be caused by TE having to develop different AI/ML models provided by multiple UE/infra vendors or by UE having to pass same test for all models provided by different network vendors, etc. These disadvantages have been observed in option 1 and 2. Hence, a trade-off between the purpose and limiting TE/UE workloads and complexity is required to make the tests feasible and affordable. 
Besides, even if UEs succeed in passing tests, obvious performance degradation could happen in the field due to model mismatch, since UE has full knowledge of the test decoder (option 1) and it has no information about the decoder in the field. 
Observation 1: TE vendors probably have to develop different models provided by multiple UE/network vendors and too many models will make the tests unaffordable, if option 1/2 is agreed. 
Observation 2: Performance degradation due to model mismatch could happen in the field, if option 1 is agreed. 
Regarding option3/4, though some advantages and disadvantages are provided, RAN4 can further discuss what aspects of AI/ML models need to be specified in a high level to facilitate comparison among all options, e.g., model structure, activation function, etc.
Proposal 1: RAN4 can further discuss what aspects of AI/ML models need to be specified in spec in a high level to facilitate comparison, e.g., model structure, activation function, etc. 
Our understandings on option3 and option 4 are summarized in the following table for further discussion: 
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 
	 
	RAN4 fully specify the test decoder in spec.
	RAN4 partially specify the test decoder in spec.

	Source of decoder training data
	
	
	Data set for training can be collected by UE/NW/ the 3rd party. 
	Data set for training can be collected by UE/NW/ the 3rd party. 

	DUT vendor knowledge of the test decoder
	 
	 
	Full knowledge of the test decoder.
	Partial knowledge of the test decoder with some unspecified parts. 

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	 
	 
	Type 1/2/3.
	Type 1/2/3.

	Test decoder verification procedure at TE and/or DUT
	 
	 
	NA, since the test decoder is fully specified in spec.
	May required, since the test decoders provided by different TE vendors could be different.

	Feasibility of test decoder verification procedure
	
	
	NA, since the test decoder is fully specified in spec.
	Feasible.

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	 
	 
	Depends on the test decoder decided during discussion.
	Depends on the test decoder decided during discussion.

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 
	 
	Develop the models fully specified by RAN4 in spec. 
	Develop the models partially specified by RAN4 in spec with some development flexibility.

	Specification Effort (e.g. test decoder)
	 
	 
	Heavy workload to fully specify test decoder.
	Less heavy workload to partially specify test decoder.

	Confidentiality/IP issues
	 
	 
	NA.
	NA.

	Applicability to different scenarios/conditions/ configurations
	 
	 
	Depends on the test model decided during discussion.
	Depends on the test model decided during discussion.

	Complexity of actual testing procedure for the ecosystem
	
	
	Relatively easy for the ecosystem.
	Relatively easy for the ecosystem.


Note: training data should be consistent with the collaboration procedure.
Conclusions
This paper discussed the general issues for interoperability and testing aspects of AI/ML models for air interface, and the following proposals are provided:
Observation 1: TE vendors probably have to develop different models provided by multiple UE/network vendors and too many models will make the tests unaffordable, if option 1/2 is agreed. 
Observation 2: Performance degradation due to model mismatch could happen in the field, if option 1 is agreed. 
Proposal 1: RAN4 can further discuss what aspects of AI/ML models need to be specified in spec in a high level to facilitate comparison, e.g., model structure, activation function, etc. 
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