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1. Introduction
Rel-18 Study Item was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface with the target to study the 3GPP framework for AI/ML for air-interface corresponding to each targeted use cases (i.e., CSI feedback enhancement, beam management, and positioning accuracy enhancements for different scenarios) regarding aspects such as performance, complexity, and potential specification impact [1] [2]. 
According to latest SID in [2], RAN4 is required to study the interoperability and testability aspects for each use case: Specifically, RAN4 is expected to study the requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable. 
[bookmark: _Hlk130824939]In RAN4#106-bis-e and #107, the WFs [3][5] were approved, in which the agreements on how to perform the RAN4 study on general issues, specific issue related to use cases for AI/ML and interoperability/testing aspects were provided. In this contribution, we would like to provide our viewpoints on the interoperability and testability aspects for AI/ML for NR air interface.  
2. Discussion on General Aspects
In RAN4#106-bis-e WF [3], the following agreements have been provided for the general aspects: 
	RAN4 Scope and baseline performance
Agreement: 
· General aspects
· RAN4 will study how to define requirements and tests for inference
· RAN4 does not need to study requirements/tests for training
· If other WG defines the training procedure, RAN4 may need study to define the requirements for it.
· RAN4 could evaluate feasibility of requirements/tests for LCM
· Progress of the discussion will depend on RAN1/2 progress on these procedures 
· FFS if requirements for data collection (in particular for training) could/need be defined
· Defining AI/ML requirements
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· FFS how to define “legacy performance” (whether on meeting/exceeding existing RAN4 requirements, or a wider criterion taking into account generalization)
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods 
· Generalization verification aspects
· Study the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML
· One sided and 2-sided models
· RAN4 to consider both models, discussion can continue in parallel.

Training dataset definition
Agreement:
· Dataset to be used for the device model training is left to implementation
· If a specific test for training is defined, RAN4 might have to introduce some conditions and/or accuracy requirements for the training dataset or training data generation

High level testing framework
Agreement:
· RAN4 should design the tests such that performance is guaranteed and to avoid that a UE can easily pass the test but perform poorly in the field. 
· This framework is not directly enforceable but should be considered for all the tests to be introduced
· This also applies to LCM tests, if they are defined.



Furthermore, in RAN4#107 WF [5], the following agreements have been reached which are related to the scope discussion: 
	Agreements in ad-hoc session:
Issue 1-6: Performance monitoring tests 
Option 3: RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM



2.1 Requirement for data collection
(1) Data collection for training purpose
In agreed WF [3], RAN4 expect “FFS if requirements for data collection (in particular for training) could/need be defined”. RAN4 already agreed that “RAN4 does not need to study requirements/tests for training, unless other WG defines the training procedure. 
However, from RAN2 perspective, it is agreed that: 
	Agreement from RAN2#121bis-e
Related to data collection, the following was agreed: 
· R2 will deprioritize aspects of on-line/real-time training for the whole SI (unless R1 identifies that it is needed for one of the studied use cases).


Furthermore, in RAN2#122, it has been further agreed that there is not latency requirement for data collection for all types of offline training.  
	Agreement from RAN2#122
Related to data collection, the following was agreed: 
· R2 will deprioritize aspects of on-line/real-time training for the whole SI (unless R1 identifies that it is needed for one of the studied use cases).


Furthermore, in RAN2#122, it has been further agreed that there is not latency requirement for data collection
	Agreement from RAN2#121bis-e
Related to data collection, the following was agreed:
       ...
· For the latency requirement of data collection, RAN2 assumes:
· for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection
· for model inference, when required data comes from other entities, there is a latency requirement for data collection
· for model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.


Observation 1: RAN2 assume that there is no latency requirement for data collection for all types of offline model training (i.e., UE- /NW-/ two-sided model training). 
Furthermore, considering the procedure discussion for both on-line/real-time training has already been deprioritized in the whole SI in RAN2, and there is no clear definition of the data collection procedure for on-line/real-time till now, RAN4 shall skip further discussion the relative requirement in this SI. 
Proposal 1: RAN4 shall not include the requirements for data collection (in particular for training) as a part of SI scope. 
(2) Data collection for inference purpose
The data collection for inference purpose is certainly of necessity, however, it may not need the explicit requirement, e.g., for the AI/ML inference at BS side, the requirement on UE report as one method of data collection shall be considered (e.g., UE report accuracy test similar as measurement accuracy requirement), but explicit requirement for data collection may not be needed for AI/ML inference at UE side in which the data collection is proceeded inside the UE, and the performance can be guaranteed by the inference performance which is targeted for the overall performance. The latter case is also provided as one example in RAN2 agreement: 
	Agreement from RAN2#121bis-e
Related to data collection, the following was agreed:
· RAN 2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real time) monitoring of UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.


On the other hand, RAN2 also assume latency requirement of data collection could be needed if the required data comes from other entities. 
	Agreement from RAN2#121bis-e
Related to data collection, the following was agreed:
       ...
· For the latency requirement of data collection, RAN2 assumes:
· for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection
· for model inference, when required data comes from other entities, there is a latency requirement for data collection
· [bookmark: _Hlk142701173]for model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.


Proposal 2: RAN4 could consider latency performance requirement of data collection for model inference purpose, only if the required data comes from other entities and the procedure of data collection is agreed in RAN1/2. 
(3) Data collection for monitoring purpose
Firstly, as agreed in RAN2, for model monitoring, the latency requirement of data collection is only required if the required monitoring data (e.g., performance metric) comes from the other entities. We think the data collection for monitoring purpose can be implicitly guaranteed by LCM model monitoring requirement.
Proposal 3: the data collection for monitoring purpose can be implicitly guaranteed by LCM model monitoring requirement.

2.2 AI/ML model complexity handling
Based on previous RAN4 discussion, at least there are two kinds of handling methods for AI/ML model complexity: 
· Option 1: KPIs related to model computation complexity should be considered (actual KPIs can be further discussed: FLOPS, # of parameters, etc.)
· Option 2: No need for such detailed consideration as actual KPIs, complexity of a model should only be discussed whether feasible/no feasible
It should be noted that there are three basic network-UE collaboration levels are considered in RAN1, in which collaboration level-z has different sub-levels as follows: 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Since model delivery over the air interface in a non-transparent manner to 3GPP signaling is required in collaboration z, we expect the KPIs related to computation complexity should not be avoided for collaboration z3, z4 and z5, otherwise it is possible the model receiver of the model transfer in open format can’t identify or run the specified model. Furthermore, to judge the complexity of a model as feasible/no feasible is not a future-proof manner because the AI/ML competence for a certain entity could be quickly evolved, which makes the answer to “feasible or not feasible” no longer a static criterion. 
Proposal 4: For AI/ML model complexity handling, KPIs related to model computation complexity should be considered (actual KPIs can be further discussed: FLOPS, # of parameters, etc.).

2.3 Model monitoring performance
As agreed in RAN4#107, RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM. For the model monitoring (in which the performance of AI/ML model inference and/or the other environment conditions are under monitoring), it is similar to radio link monitoring (RLM, in which the downlink radio link quality on the RLM-RS resources). 
Take the CSI compression sub-use case for example: model monitoring can be performed in UE side, in which the CSI and other conditions can be more easily perceived for model monitoring purpose, with monitoring metrics derived including model inference accuracy, system performance, data distribution etc. Furthermore, it is also possible that the reference Encoder/Decoder can be used to derived the metrics to be monitored, though at the expense of UE complexity. These two kinds of model monitoring schemes are still under discussion in RAN1, while RAN4 may want to follow the RAN1 conclusion if any in the future discussion. Similar to RLM, the performance of delay requirement of model monitoring shall be considered for interoperability aspects. 

[image: ]Fig. 1: Illustration of model monitoring for CSI compression sub-use case: Two possible model monitoring implementations 

Model monitoring is the key module to guarantee the performance of AI/ML model inference, because the generality is widely regarded as the issue for AI/ML operation. In short, under different environment conditions, different AI/ML models could be utilized for performance guarantee. Take the CSI compression sub-use case for example: to test the model monitoring performed in UE side, at least the following aspects shall be studied: 
Proposal 5: RAN4 shall define RAN4 core requirement for model monitoring function tests. 

2.4 RAN4 test goals
As discussed in previous RAN4 meetings, there are different understanding on RAN4 test goal for AI/ML-related function, i.e., 
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 or 2 depending on test
Our understanding is Option 3, i.e, both Option 1 and 2 can be needed, which could be used to guarantee the LCM procedure work properly as Option 1 and performance gain by AI/ML model over baseline performance as Option 2. 
Proposal 6: For RAN4 test goal, Option 3 (Option 1 or 2 depending on test) is preferred to guarantee LCM procedure and performance gain in different use cases, both of which shall be considered in RAN4 in case-by-case manner. 


3. Conclusion
In this contribution, we provided our viewpoints on the general aspects for AI/ML air interface, accordingly the following observations and proposals are obtained. 
Proposal 1: RAN4 shall not include the requirements for data collection (in particular for training) as a part of SI scope. 
Proposal 2: RAN4 could consider latency performance requirement of data collection for model inference purpose, only if the required data comes from other entities and the procedure of data collection is agreed in RAN1/2. 
Proposal 3: the data collection for monitoring purpose can be implicitly guaranteed by LCM model monitoring requirement.
Proposal 4: For AI/ML model complexity handling, KPIs related to model computation complexity should be considered (actual KPIs can be further discussed: FLOPS, # of parameters, etc.).
Proposal 5: RAN4 shall define RAN4 core requirement for model monitoring function tests. 
Proposal 6: For RAN4 test goal, Option 3 (Option 1 or 2 depending on test) is preferred to guarantee LCM procedure and performance gain in different use cases, both of which shall be considered in RAN4 in case-by-case manner. 
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