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Introduction
In RAN4#107 meeting, RAN4 requirements in Rel-18 SI NR AI/ML has been discussed. Some high-level agreements are captured in the WF such as general issues like AI/ML model monitoring in life cycle management (LCM), specific issues like test metrics for the AI/ML use cases, and interoperability and testing aspects like how to provide reference decoder for testing on two-side model. However, there are still some open issues needs to be further discussed. Hence, in this paper, we would like to share our view in the following.
Discussion
LCM
In RAN4#107 WF, some high-level agreements for AI/ML LCM have been captured. The first one is that RAN4 should study whether core requirements for model monitoring could be defined for model monitoring, and the second one is to use legacy framework for RRC/MAC-CE/DCI based core requirements as the baseline for LCM.
2.1 General Issues and work plan:
2.1.1 Agreements in ad-hoc session:
Issue 1-6: Performance monitoring tests 
Option 3: RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM
2.1.2 Other agreements
Issue 1-11: Terminology update
Agree with the terminology update in R4-2308796 (Ericsson) and following additions (see Annex)
· Test encoder/decoder for TE - AI/ML model for UE encoder/gNB decoder implemented by TE 
2.2 Specific issues related to use cases for AI/ML
2.2.1 Agreements in main session:
Issue 2-1: Framework for RRC/MAC-CE/DCI based core reqs
· Option 1: Use the legacy framework for RRC/MAC-CE/DCI based core requirements(e.g. define delay requirements based on multiple delay components)
· Use option 1 as the baseline for LCM procedures
· Discuss the additional core requirement framework if the new procedure is introduced by other WGs and option 1 is not applicable to those new procedures.


In general, AI/ML LCM may include model selection, model switching, model activation, model deactivation, model fallback, model transfer, model delivery, model update and model monitoring. The key feature in LCM would be model monitoring because whether to trigger model selection/activation/deactivation/fallback/transfer/delivery/update should depend on the result of model monitoring. For the requirements of AI/ML model monitoring, the most important part is to determine which monitoring KPI metrics should be used for monitoring for the use cases. According to RAN1 discussion, eventual KPIs, e.g., system throughput, and/or intermediate KPIs, e.g., cosine similarity, NMMS
E, accuracy of predicted CQI, can be evaluated to be monitoring KPI metrics according to different use case scenarios. In our view, the intermediate KPIs are most directly related to AI/ML model inference performance than eventual KPI. In some situation, although the degradation of throughput is detected, AI/ML model inference performance may not be degraded by using intermediate KPIs as monitoring metrics. For this case, it seems not appropriate to judge AI/ML model is malfunctioned from AI/ML model monitoring perspective. However, in our understanding, some RAN1 simulations shows that some intermediate KPIs for CSI compression with two-side model does not have good performance when the transmission layer is larger than one. Moreover, in our understanding, there are not much progress for AI/ML model monitoring in RAN1. Hence, we suggest to defer the model monitoring discussion until RAN1 has conclusion.  
Proposal 1: Defer the discussion for the requirements of AI/ML model monitoring until RAN1 has conclusion.
Another aspect in the WF is that the core requirements for these LCM procedures should be defined in the delay requirements. In the last meeting, some companies proposed that some metrics for AI/ML model complexity, e.g. floating point operations (FLOPs) and memory storage for AI/ML model size and parameters, should be considered when defining the AI/ML requirements. The reason is that the different AI/ML model complexity may cause different performance. However, in our view, it may be difficult to convince all companies of accepting these new metrics which RAN4 has never defined. Hence, in order to have reasonable AI/ML model complexity from implementation perspective, we think it would be possible to consider it as a delay component in LCM related requirements, which is also aligned with RAN4 understanding.
Proposal 2: AI/ML model complexity can be considered as a delay component in LCM related core requirements.
Metrics for CSI requirements 
Regarding the AI/ML use case for CSI enhancement, some possible CSI test metrics for model inference performance are proposed in the WF. Throughput, which can be used to evaluate system performance, is determined as the baseline for CSI test metric. The intermediate KPI, e.g. cosine similarity, accuracy of predicted CQI, which can be used to evaluate AI/ML model performance, can also be CSI test metric if the throughout are not applicable. Besides, other test metrics is not precluded if throughout are not applicable.
2.3 Specific issues related to use cases for AI/ML
2.2.1 Agreements in main session:
Issue 2-2: Metrics for CSI requirements/tests
Agreement:
· For metrics for CSI requirements/tests for model inference performance testing
· Consider the following possible test metrics
· Throughput – absolute throughput or relative throughput
· If throughput is not applicable or significant disadvantage is observed by using throughput, intermediate KPIs  like cosine similarity, accuracy of predicted CQI, etc,
· FFS on whether the KPIs are testable
· Companies are encouraged to show how the KPI can be tested in RAN4
· If throughput is not applicable or significant disadvantage is observed by using throughput, other test metrics are not precluded
· FFS on whether the KPIs are testable 
· Companies are encouraged to show how the KPI can be tested in RAN4


Two sub use cases for CSI feedback enhancement are time domain CSI prediction with one-side AI/ML model and spatial-frequency domain CSI compression with two-side AI/ML model. For CSI prediction with one-side model, in addition to throughput, it may be feasible to use intermediate KPIs as test metric to evaluate model inference performance because the intermediate KPIs can be easily acquired in one-side model. However, for CSI compression with two-side model, it needs more cost for UE side or gNB side to acquire intermediate KPIs for CSI compression. The UE side needs to implement AI/ML CSI compression decoder in order to obtain intermediate KPIs, and the gNB side needs to implement AI/ML CSI compression encoder in order to obtain intermediate KPIs. Besides, some RAN1 simulations shows that some intermediate KPIs does not have good performance when the transmission layer is larger than one. Hence, in our view, intermediate KPIs are not preferred and throughput can be the only one CSI test metric to evaluate model inference performance no matter for CSI prediction with one-side model or CSI compression with two-side model. 
For the throughput as CSI test metric for model inference performance, there is already legacy PMI reporting requirements which is defined by comparing the relative gain between the throughout from reported PMI and the throughput from random precoding matrix. Therefore, we think the relative throughput gain between AI/ML predict PMI and random precoding matrix can be also applicable to evaluate the model inference performance for CSI feedback enhancement.
Proposal 3: The relative throughput should be used as the only test metric to evaluate model inference performance for AI/ML CSI feedback enhancement use cases. 
Metrics for beam management
Regarding the AI/ML use case for beam management, some possible beam management test metrics for model inference performance are proposed in the WF. The first option is RSRP accuracy and the second option is the beam prediction accuracy, where the third option is other options are not precluded.
2.3 Specific issues related to use cases for AI/ML
2.3.1 Agreements in ad-hoc (R4-2310432)
Issue 2-3: Beam prediction requirements/metrics/KPIs
Metrics to be studied for evaluation of beam management inference performance (RAN4 to decide which options are relevant and useful based on study):
· Option 1: RSRP accuracy
· Option 2: Beam prediction accuracy
· Top-1 (%) : the percentage of “the Top-1 strongest beam is Top-1 predicted beam”
· Top-K/1 (%) : the percentage of “the Top-1 strongest beam is one of the Top-K predicted beams”
· Top-1/K (%) : the percentage of “the Top-1 predicted beam is one of the Top-K strongest beams”
· Option 3: other options could be considered


Two sub use cases for beam management are spatial-domain DL beam prediction with one-side model and temporal DL beam prediction with one-side AI/ML model. For spatial domain DL beam prediction, with the condition N<M, the M DL beams measurement can be predicted by measuring N DL beams measurement. The gain for spatial domain DL beam prediction would be to save the resource for some DL beams measurement and more accurate DL beam information can be obtained with acceptable AI/ML model inference performance. For temporal DL beam prediction, the N DL beams measurement in the future time slot can be predicted by the current N DL beams measurement. The gain for temporal DL beam prediction would also be to save the resource time for DL beams measurement in the future transmission and more accurate DL beam information in the future time slot can be obtained with acceptable AI/ML model inference performance. 
To sum up, the advantage of both sub use cases is to save the more resource for DL beams measurement. Hence, whether the AI/ML model interference performance is acceptable or not would be critical point. For RSRP accuracy, it can be defined as the difference between predicted L1-RSRP and ideal L1-RSRP, where the RSRP for the predicted DL beam can be guaranteed in some range. However, for statistical beam prediction accuracy, it may cause some inevitable extreme case such as too much higher RSRP prediction or too much lower RSRP prediction. For example, if the predicted L1-RSRP is much higher than ideal L1-RSRP, the UL power control may be impacted by using predicted L1-RSRP as the reference and suddenly UL power drop would cause system performance degradation. In other way, if the predicted L1-RSRP is much lower than ideal L1-RSRP, the radio link failure may be triggered in false alarm by using the predicted L1-RSRP as the reference. Hence, in our view, RSRP accuracy can provide more reliable system performance than statistical beam prediction accuracy as the test metric for beam management. Therefore, we support RSRP accuracy should be used as the only test metric to evaluate model inference performance for AI/ML beam management use cases.
Proposal 4: The RSRP accuracy should be used as the only test metric to evaluate model inference performance for AI/ML beam management use cases.
Interoperability and Testing Aspects
Regarding interoperability and testing aspects, the main issue would be how reference/test decoder can be provided when performing AI/ML model testing. This is the extended testing issue from AI/ML CSI compression sub use cases with two-side model, and different methods to provide reference/test decoder may impact how the AI/ML model training can be performed. Five options about how to provide reference/test decoder for testing are proposed in the WF. The Option 1 is the reference decoder provided by the vendor of the encoder, and the Option 2 is the reference decoder provided by the vendor of the decoder. For Option 3 and Option 4, whether to specify full or partial reference decoder in RAN4 specification are discussed. As for Option 6, whether to specify the test decoder provided by TE vendor in RAN4 specification is also discussed.
2.3 Interoperability and Testing Aspects
2.3.1 Agreements in ad-hoc (R4-2310432).
Issue 3-3: Encoder/decoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options not precluded
Companies are invited to bring further input on merits/de-merits/feasibility of Options 1- 4.
Proponents of Option 6 should bring clarifications on how this option would be used to implement RAN4 tests.
2.3.2 Other agreements
Issue 3-4: Design principles/conditions for RAN4 specified decoder/encoder (Options 3 and 4, 6 in Issue 3-3)
· If 2-sided model is to be used in the WI phase, RAN4 should take into account complexity limitations based on e.g., feasibility of TE implementation and complexity levels considered feasible by network vendors/UE vendors for decoder/encoder deployment. 
· RAN4’s choice of test decoder/encoder should aim as much as possible to avoid limiting the implementation choices, including e.g. complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field 
· This principle may not be fully achievable in practice
· Other principles to be further discussed/studied



From AI/ML model training perspective, reference decoders can be well-trained to have relative optimal AI/ML model inference performance at the vendor of the encoder in Option 1 and the vendor of the decoder in Option 2. In other words, the encoder-decoder pairs for CSI compression can be well-trained for Option 1 and Option 2. However, by specifying full or partial reference decoders in RAN4 specification, only encoder parameters can be trained in Option 3 and only encoder parameters plus some decoder parameters can be trained in Option 4. For Option 3 and Option 4, AI/ML model inference performance might not be optimal due to not full join-training on the encoder-decoder pair for CSI compression. Besides, it is not very clear that reference decoder in Option 3 would be deployed in the real network even if the DUT pass the related test with the provided reference decoder. For Option 6, although test decoder is specified in RAN4 specification and encoder-decoder pairs can be well-trained at test environment vendor side, it is also not quite clear that whether the test decoder part can be used in real deployment even if the DUT pass the related test with the provided test decoder. 
From AI/ML model testing perspective, the DUT only needs to test one time for the provided encoder-decoder pairs in Option 1. For Option 2, the DUT needs to test all encoder-decoder pairs provided by multiple infra-vendors in order to pass IODT test with good interoperability. For Option 3 and Option 4, although the DUT only needs to test one time for encoder-decoder pairs, only the encoders parting at DUT side can be verified and also AI/ML model inference performance might not be optimal. For Option 6, the same as previous mentioned, it is not clear about the meaning if the DUT pass the related test with the provided reference decoder. In addition, if the DUT pass the related test in Option 3/Option 4/Option 6 and the provided reference/test decoder is not deployed in the real network, we are still not sure about whether DUT should be further tested in Option 1 or Option 2 to guarantee the performance. Hence, considering AI/ML model inference performance, overall testing time and the deployment scenario for reference/test decoder, we prefer to support Option 1.
Proposal 5: Reference decoder(s) for the two-side model testing should be provided by the vendor of the encoder.
Conclusion
The proposals in this contribution are summarized in the following.
Proposal 1: Defer the discussion for the requirements of AI/ML model monitoring until RAN1 has conclusion.
Proposal 2: AI/ML model complexity can be considered as a delay component in LCM related core requirements.
Proposal 3: The relative throughput should be used as the only test metric to evaluate model inference performance for AI/ML CSI feedback enhancement use cases. 
Proposal 4: The RSRP accuracy should be used as the only test metric to evaluate model inference performance for AI/ML beam management use cases.
Proposal 5: Reference decoder(s) for the two-side model testing should be provided by the vendor of the encoder.
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