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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
At RAN4 #107[1], some potential test metrics related to use cases are studied. In this paper, we continue discussing the remaining issues in each aspect.
2. KPIs/Test Metrics for use cases
2.1 KPIs/Test Metrics for CSI compression and CSI prediction
	RAN4 #107 Agreement:
Issue 2-1: Framework for RRC/MAC-CE/DCI based core reqs
· For metrics for CSI requirements/tests for model inference performance testing
· Consider the following possible test metrics
· Throughput – absolute throughput or relative throughput
· If throughput is not applicable or significant disadvantage is observed by using throughput, intermediate KPIs  like cosine similarity, accuracy of predicted CQI, etc,
· FFS on whether the KPIs are testable
· Companies are encouraged to show how the KPI can be tested in RAN4
· If throughput is not applicable or significant disadvantage is observed by using throughput, other test metrics are not precluded
· FFS on whether the KPIs are testable 
· Companies are encouraged to show how the KPI can be tested in RAN4



· AI/ML Spatial-frequency CSI compression
For CSI compression, how to define the test metric depends on the model training method. In other words, it is related to RAN4 testing goal, to verify that a model is conducted in a proper way, or to verify that the AI/ML performance gain compared to legacy is achieved. Both Type 1 NW joint training and Type 3 separate training are under RAN1 discussion. 
· For Type 1, if gNB transfers a model to UE, then the responsibility of UE is to conduct the AI/ML model in a proper way. Since the CSI compression model is developed at gNB, there is no need to verify the performance gain delivered by AI/ML model when it is UE under test. However, if it gNB under test, then the performance gain needs to be verified via throughput. In this case, the throughput is also effected by whether UE-side model is well conducted. Fortunately, this factor can be eliminated by assuming the UE perfectly performs the UE-side model which is provided by gNB. Also, in order to avoid the effect of different gNB implementation, for example, precoding method, the accuracy of CSI decompression can also be considered a testing metric.
· For Type 3, since UE side provides UE-side CSI compression model, while NW side provides gNB CSI decompression model, it is straightforward to take throughput as test metric to verify the performance gain delivered by the trained AI/ML model. However, how to eliminate the effect of the operations from the other side needs to be identified. In this case, the accuracy of CSI compression at UE and the accuracy of CSI decompression at gNB could also be taken as test metric, only if the ideal model outputs of CSI compression and ideal model outputs of CSI decompression are provided in a proper way. One possible solution is to define the [nominal] model output as part of testing dataset. 
Proposal 1: RAN4 studies the potential KPIs/test metrics in AI/ML spatial-frequency CSI compression in Table 2.1.1.
	Table 2.1.1 KPIs/test metrics in AI/ML Spatial-frequency CSI compression 

	Test Objective
	Type 1 NW Joint Training
	Type 3 Separate Training

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
· Accuracy of CSI decompression
	Accuracy of CSI compression (intermediate KPIs, e.g. cosine similarity)
	· Throughput
· Accuracy of CSI decompression
	· Throughput
· Accuracy of CSI compression (intermediate KPIs, e.g. cosine similarity)



· AI/ML Temporal CSI prediction
For CSI prediction, if it is performed at gNB by using AI/ML model developed at NW side, and the result of CSI prediction is transparent to UE, then the performance of CSI prediction at gNB is implicitly verified via throughput. 
If it is performed at UE, and the result of CSI prediction is reported to gNB, then the throughput can also be taken as a testing metric along with the ‘follow PMI’ test procedure. In addition, the accuracy of CSI prediction can also be used a test metric, for example, the SCGS between ideal CSI and predicted CSI derived by using UE-side AI/ML model. However, which vendor provides the ideal CSI during test needs for further study. If the tester provides the ideal CSI, the mismatch between the CSI measurement method at DUT and the CSI derived by TE may occur. If it is the DUT to provide the ideal CSI, how to ensure testing equality needs to be firstly identified. 
Proposal 2: Following options are to be considered if the accuracy of CSI prediction is taken as the test metric.
· Option 1: Ideal CSI is provided by TE
· Option 2: Ideal CSI is provided by DUT
Proposal 3: RAN4 studies the potential KPIs/test metrics in AI/ML Temporal CSI prediction in Table 2.1.2.
	Table 2.1.2 KPIs/test metrics in AI/ML Temporal CSI prediction 

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
	/
	/
	· Throughput
· Accuracy of CSI prediction (intermediate KPIs, e.g. cosine similarity)


2.2 KPIs/Test Metrics for beam management
	RAN4 #107 Agreement:
Issue 2-3: Beam prediction requirements/metrics/KPIs
Metrics to be studied for evaluation of beam management inference performance (RAN4 to decide which options are relevant and useful based on study):
· Option 1: RSRP accuracy
· Option 2: Beam prediction accuracy
· Top-1 (%) : the percentage of “the Top-1 strongest beam is Top-1 predicted beam”
· Top-K/1 (%) : the percentage of “the Top-1 strongest beam is one of the Top-K predicted beams”
· Top-1/K (%) : the percentage of “the Top-1 predicted beam is one of the Top-K strongest beams”
· Option 3: other options could be considered



It is observed that the test metric of spatial beam prediction and that of temporal beam prediction are very similar, in terms of the accuracy of BM prediction.  In addition, if gNB predicts the beam or beam pair using NW-side mode, and new or enhanced measurement/reporting is specified for UE, then the accuracy of measurement/reporting from UE may be needed. However, it is too early to study the potential specification impact in RAN4, since even RAN1 has not reached a consensus on details. 
Proposal 4: RAN4 studies the potential KPIs/test metrics in AI/ML spatial/temporal beam prediction in Table 2.2.
	Table 2.2 KPIs/test metrics in AI/ML spatial/temporal beam prediction

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Accuracy of BM prediction
	/
	/
	· RSRP accuracy
· Accuracy of BM prediction



2.3 KPIs/Test Metrics for positioning
	RAN4 #107 Agreement:
Issue 2-4: Positioning KPIs/metrics
KPIs/metrics to be studied for positioning:
· Option 1: positioning accuracy: Ground truth vs. reported
· only option available for direct positioning
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: PRS RSRP
· Option 6: others
Companies proposing Option 3 should clarify how this is used for positioning evaluation
Whether option 1 can be used in RAN4 tests as a metric should be further analyzed
RAN4 should also study whether defining a requirement for existing procedures could only be done when AI/ML is used.



Observation 1: For direct AI/ML positioning, there is no test metrics with testability is expected. 
For AI/ML assisted positioning, the AI/ML models employed by gNB and by UE are naturally assumed to be trained by NW side and UE side, respectively. Therefore, the measurement accuracy is only needed, since there is no model transfer/delivery involved. 
Proposal 5: RAN4 studies the potential KPIs/test metrics in AI/ML assisted positioning in Table 3.3.1.
	Table 3.3.1 KPIs/test metrics in AI/ML assisted positioning

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Measurement accuracy
	/
	/
	Measurement accuracy



3 CSI testing baseline framework
	RAN4 #106bis-e Agreement:
· PMI reporting framework (follow PMI vs. random PMI test, use of γ as criteria, etc.) to be taken as starting point for CSI related tests
· Other KPI/framework is not precluded


In traditional CSI reporting test, where throughput is legacy test metric and used for requirements definition, the test method ‘follow PMI’ is employed to totally avoid the effect of gNB operations (e.g., precoding method at gNB). However, the ‘follow PMI’ method is no longer effective for testing AI/ML CSI feedback, if the effect of the operations at the opposite side is not eliminated. 
Observation 2: Different from legacy, the ‘follow PMI’ method is not powerfully enough to eliminate the effect of operations at gNB (e.g., precoding method).

4 Conclusions
According to the discussion, following proposals and observations are provided:
Proposal 1: RAN4 studies the potential KPIs/test metrics in AI/ML spatial-frequency CSI compression in Table 2.1.1.
	Table 2.1.1 KPIs/test metrics in AI/ML Spatial-frequency CSI compression 

	Test Objective
	Type 1 NW Joint Training
	Type 3 Separate Training

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
· Accuracy of CSI decompression
	Accuracy of CSI compression (intermediate KPIs, e.g. cosine similarity)
	· Throughput
· Accuracy of CSI decompression
	· Throughput
· Accuracy of CSI compression (intermediate KPIs, e.g. cosine similarity)


Proposal 2: Following options are to be considered if the accuracy of CSI prediction is taken as the test metric.
· Option 1: Ideal CSI is provided by TE
· Option 2: Ideal CSI is provided by DUT
Proposal 3: RAN4 studies the potential KPIs/test metrics in AI/ML Temporal CSI prediction in Table 2.1.2.
	Table 2.1.2 KPIs/test metrics in AI/ML Temporal CSI prediction 

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
	/
	/
	· Throughput
· Accuracy of CSI prediction (intermediate KPIs, e.g. cosine similarity)


Proposal 4: RAN4 studies the potential KPIs/test metrics in AI/ML spatial/temporal beam prediction in Table 2.2.
	Table 2.2 KPIs/test metrics in AI/ML spatial/temporal beam prediction

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Accuracy of BM prediction
	/
	/
	· RSRP accuracy
· Accuracy of BM prediction


Observation 1: For direct AI/ML positioning, there is no test metrics with testability is expected. 
Proposal 5: RAN4 studies the potential KPIs/test metrics in AI/ML assisted positioning in Table 3.3.1.
	Table 3.3.1 KPIs/test metrics in AI/ML assisted positioning

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Measurement accuracy
	/
	/
	Measurement accuracy



Observation 2: Different from legacy, the ‘follow PMI’ method is not powerfully enough to eliminate the effect of operations at gNB (e.g., precoding method).
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