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1. Introduction
In 3GPP RAN#94e meeting, a new study item (SI) on AI/ML for NR air interface in Rel-18 [1] was agreed. According to the SID, the study will focus on the general framework, evaluations for three typical use cases and other aspects relate to specification impacts. 
RAN4 scope in the SID is listed as below:
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk30969022]In the recent RAN1 meetings, 
· A basic R18 (also targeting future 6G) AI/ML framework is considered, including
· Discussion on life cycle management (LCM), performance monitoring, data collection, model/data ID, AI capability, model privacy, etc.
· Six representative sub use cases have been identified, including
· CSI: CSI compression (two-sided model), Time domain CSI prediction
· Beam management: Spatial domain beam prediction, Temporal domain beam prediction 
· Positioning: Direct AI/ML positioning, AI/ML assisted positioning 
· Performance evaluation methodologies(EVM) are confirmed for the identified sub use cases, including
· Performance evaluation methodologies for different sub use cases
· Quantitative simulation results under different EVM assumptions for different sub use cases 
In this contribution, we will discuss the RAN4 related issues, especially the testability of two-sided AI/ML models.

2. Discussion
For a two-sided AI/ML model, the information transmitted through air-interface (e.g. PMI) is generated by AI/ML models (e.g. CSI encoder), rather than codebooks predefined by protocol. Regarding the testability of two-sided model, it is necessary to consider bring in a reference model to cooperate with the model under test. 
For example, a corresponding encoder/decoder model would be needed to cooperate with the decoder/encoder under test in order to monitor the decoding/encoding effect of the PMI. Only by well matching the models deployed on UE&NW can the performance of the AI/ML based two-sided solutions be guaranteed. Matching at different levels may result in different performance loss. 
Proposal 1: Regarding the testability of two-sided model, should introduce reference encoder(s) to collaborate with the decoder to be tested.
Proposal 2: Regarding the testability of two-sided model, should introduce reference decoder(s) to collaborate with the encoder to be tested.
In the previous RAN4 meetings, 6 options on reference model have been proposed and discussed, i.e., 
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.

According to our understanding, the pros and cons of different options for reference decoder are listed below,
Table 1 pros and cons of different options for reference decoder
	[bookmark: _Hlk142571239]
	Pros
	Cons
	Note

	Option 1: 
reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
	1. No or less model mismatch issues, the reference decoder and the encoder under test are trained jointly
2. No need to define or prepare multiple reference decoders in SPEC or by TE
3. Friendly to STOA model test
	1. TE must provide support for various reference decoders specific to different devices, particularly when there are a multitude of reference decoder providers(e.g. UEs).
2. The test may involve model indication /delivery
	Example: UE trains an encoder and a corresponding decoder first. UE transmits the decoder to TE as a reference decoder.
RAN4 needs to specify some training and testing conditions, e.g., assumptions on channel. 


	Option 2: 
reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained

	1. No or less model mismatch issues, if the reference decoder and the encoder under test are trained jointly
2. No need to define or prepare multiple reference decoders in SPEC or by TE
3. Friendly to STOA model test
	1. TE needs to support different reference decoders.
2. The inference performance is restricted by the reference decoder.
2. The test may involve model indication /delivery
	Example: NW provides a reference decoder, and then UE develops/trains an encoder based on the reference decoder.
RAN4 needs to specify some training and testing conditions, e.g., assumptions on channel.

	Option 3: 
The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
	1. TE only need to provide support for a limited number of reference decoders that specified and captured in RAN4 spec.

	1. Hard to ensure the forward compatibility due to non-optimal matching between a fixed specified reference decoder and STOA models under test
2. Hard to ensure the inference performance due to the mismatch between the reference decoder and the encoder under test
3. Hard to align the training data of reference decoder and the training data of the encoder under test
4. Consensus of a reference model(s) in RAN4 is a challenging task.
	Example: Reference decoder is defined (or partially defined) in RAN4 and parameters are fixed in spec. TE vendors can use the fixed reference decoder to perform the test. 
Models that have already been published and well utilized can be treated as a reference model, e.g. the fully connected network, CNN, ResNet or transformer based structure trained with a specific dataset as a reference model for CSI compression.


	Option 4: 
The reference decoder(s) are partially specified and captured in RAN4 spec.
	
	
	

	Option 6:
	Option 6 should bring clarifications on how this option would be used to implement RAN4 tests




The pros and cons of different options for reference encoder are listed below,
Table 2 pros and cons of different options for reference encoder
	
	Pros
	Cons
	Note

	Option 1: 
reference encoder is provided by the vendor of the decoder under test so that the encoder and decoder are jointly designed and trained
	1. No or less model mismatch issues, the reference encoder and the decoder under test are trained jointly
2. No need to define or prepare multiple reference encoders in SPEC or by TE
3. Friendly to STOA model test
	1. TE needs to support different reference encoders provided by different vendors(e.g. by different NW vendors).
2. The testing process may involve model indication /delivery
	Procedure：NW trains a decoder and a corresponding encoder first. NW transmits the encoder to TE as a reference encoder.
RAN4 needs to specify some training and testing conditions, e.g., assumptions on channel. 


	Option 2: 
reference encoder is provided by the vendor of the encoder so that the encoder and decoder are jointly designed and trained

	1. No or less model mismatch issues, if the reference encoder and the decoder under test are trained jointly
2. No need to define or prepare multiple reference encoders in SPEC or by TE
3. Friendly to STOA model test
	1. TE must provide support for various reference models specific to different devices, particularly when there are a multitude of reference encoder providers(e.g. UEs).
2. The inference performance is restricted by the reference encoder.
2. The testing process may involve model indication /delivery
	Procedure：UE provides a reference encoder, and then NW develops/trains a decoder based on the reference encoder.
RAN4 needs to specify some training and testing conditions, e.g., assumptions on channel.

	Option 3: 
The reference encoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
	1. TE only need to provide support for limited reference encoders that specified and captured in RAN4 spec.

	1. Hard to ensure the forward compatibility due to non-optimal matching between a fixed specified reference encoder and  STOA models under test
2. Hard to ensure the inference performance due to the mismatch between the reference encoder and the decoder under test
3. Hard to align the training data of reference encoder and the training data of the decoder under test
4. Consensus of a reference model(s) in RAN4 is a challenging task.
	Reference encoder is defined (or partially defined) in RAN4 and parameters are fixed in spec. TE vendors can use the fixed reference decoder to perform the test. 
For example, models that have already been published and well utilized can be treated as a reference model, e.g. the fully connected network, CNN, ResNet or transformer based structure trained with a specific dataset as a reference model for CSI compression.


	Option 4: 
The reference encoder(s) are partially specified and captured in RAN4 spec.
	
	
	



Observation 1: Pros and cons for different options on reference decoder and reference encoder are shown in table 1 and table2.
Proposal 3: Device specific reference encoder/decoder(e.g. Option1) should be considered in RAN4 two-sided model test with high priority.

In addition to the reference model, the dataset that used for reference model training need to be considered as well. Options are listed below:
Option1: Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”.
Option2: Field dataset
In RAN1, option1(data set based on TR 38.901) is utilized by companies to propose their evaluation results. For example, in CSI cases, the UMa channel model based on TR 38.901 is the data source for training and testing. As for the field data, companies can optionally provide their results based on it. 
In RAN4, especially for the construction of reference models and tests, evaluation assumptions in RAN1 can be considered as a reference. Data sets based on TR 38.901 can be utilized as the starting point.
Proposal 4: Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, should be considered in RAN4 as the starting point.
Proposal 5: Further discuss the necessity and feasibility of using field dataset in RAN4.

Regarding the testability of AI/ML features, different AI/ML capabilities should be considered. In RAN1, AI/ML related capabilities, e.g. capabilities that support different use cases, different scenarios, different models, are proposed and discussed by companies. In RAN4, the following aspects need to be addressed:
- Definition of basic AI/ML capability and corresponding testing metrics
- Definition of different AI/ML capability levels and different testing metrics for different levels
- Dynamic AI/ML capabilities (e.g. AI capability being influenced by computing resources, transmission resources, and storage resources)
Proposal 6: Regarding the AI/ML capabilities, following aspects should be considered
				- Definition of basic AI/ML capability and corresponding testing metrics
				- Definition of different AI/ML capability levels and different testing metrics for different levels
				- Dynamic AI/ML capabilities

3. Conclusions
[bookmark: _Hlk125811723]In this contribution, we discussed the Rel-18 AI/ML impacts to RAN4 and got following proposals
Proposal 1: Regarding the testability of two-sided model, should introduce reference encoder(s) to collaborate with the decoder to be tested.
Proposal 2: Regarding the testability of two-sided model, should introduce reference decoder(s) to collaborate with the encoder to be tested.
Observation 1: Pros and cons for different options on reference decoder and reference encoder are shown in table 1 and table2.
Proposal 3: Device specific reference encoder/decoder(e.g. Option1) should be considered in RAN4 two-sided model test with high priority.
Proposal 4: Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, should be considered in RAN4 as the starting point.
Proposal 5: Further discuss the necessity and feasibility of using field dataset in RAN4.
Proposal 6: Regarding the AI/ML capabilities, following aspects should be considered
				- Definition of basic AI/ML capability and corresponding testing metrics
				- Definition of different AI/ML capability levels and different testing metrics for different levels
				- Dynamic AI/ML capabilities
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