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1. Introduction
RAN4 scope in the R18 AI/ML SID is listed as below:
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk30969022]In the recent RAN1 meetings, 
· A basic R18 (also targeting future 6G) AI/ML framework is considered, including
· Discussion on life cycle management (LCM), performance monitoring, data collection, model/data ID, AI capability, model privacy, etc.
· Six representative sub use cases have been identified, including
· CSI: CSI compression, Time domain CSI prediction
· Beam management: Spatial domain beam prediction, Temporal domain beam prediction 
· Positioning: Direct AI/ML positioning, AI/ML assisted positioning 
· Performance evaluation methodologies(EVM) are confirmed for the identified sub use cases, including
· Performance evaluation methodologies for different sub use cases
· Simulation results under different EVM assumptions for different sub use cases 
In RAN4 #107bis meeting, it has been agreed that all the 6 sub-use cases will be handled in RAN4. In this contribution, we will discuss the related specific issues in detail.

2. Discussion
2.1 Use Cases
For RAN4 performance test, at least two aspects need to be considered: (1) model/functionality input and (2) model/ functionality output. 
· For input, the focus of testing is on whether the input information of the model/functionality could be correctly obtained, e.g. measurement accuracy of reference signals that relates CSI/BM/Positioning input should be checked.
· For output, the focus of testing is on whether the performance of a given model/functionality could be guaranteed, e.g. by testing some intermediate results or eventual KPIs.
Proposal 1: For RAN4 performance test, at least two aspects need to be considered: 
· Model/functionality input, the focus of testing is on whether the input information of the model/functionality could be correctly obtained
· Model/functionality output, the focus of testing is on whether the performance of a given model/functionality could be guaranteed
Regarding model update and model transfer/delivery, 
AI/ML model update is some kind of model training, which includes model finetuning, retraining, and re-development via online/offline training. Considering that we have agreed that model training is not included in the scope of RAN4 R18, there is no need to continue discussing model update in this release.
For AI/ML model delivery/transfer, according to the definition, only model transfer may involve the impact on air interface, so model delivery does not require further discussion in RAN4. 
Regarding the model transfer, except for the definition of term, there was no conclusion formed in RAN1 until last meeting. From our understanding, we do not need to consider the study on model transfer in RAN4 discussion until RAN1 or RAN2 R18 achieves sufficient progress.
Proposal 2: RAN4 does not need to study requirements/tests for AI/ML model delivery in each use case. 
Proposal 3: RAN4 does not need to study requirements/tests for AI/ML model update, AI/ML model transfer in each use case. 
	Note: if other WG defines the model update procedure or model transfer procedure, RAN4 may need to study corresponding requirements for it.

2.1.1 AI/ML based CSI feedback enhancement
In the recent RAN1 meetings, after several rounds of discussion on the representative sub-use cases of CSI feedback enhancement, CSI compression and time domain CSI prediction were selected as typical sub-use cases that need to be further studied.
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Figure 1: CSI feedback compression
For AI/ML based CSI compression, a typical architecture is depicted in figure 1, where the CSI generation part and CSI reconstruction part are deployed at the UE and NW, respectively. Regarding the performance monitoring metrics/methods, several options have been agreed in RAN1 for further study, e.g. the system throughput, the intermediate KPIs as monitoring metrics (e.g., square of generalized cosine similarity (SGCS).


Figure 2.  CSI prediction
In RAN#111 meeting, the time domain CSI prediction has been agreed to be another representative sub use case for further evaluation. As shown in figure 2, when the CSI is derived at time T and is utilized at time T+Xms(e.g. X=1,2,3,4), the CSI prediction would be needed to compensate the difference of channel state caused by the scheduling delay. 
Regarding the model/functionality input, precoding matrix (eigenvector of the raw channel matrix estimated by UE) and explicit channel matrix (raw channel matrix estimated by UE) are two candidate input types that agreed in RAN1 for further study.
Regarding the model/functionality output and performance monitoring, intermediate KPIs (e.g. SGCS for CSI compression or prediction) and eventual KPIs (e.g. throughput, hypothetical BLER, BLER, NACK/ACK) are agreed in RAN1 for evaluation.
In RAN4, from our understanding, following aspects need to be studied,
· Performance requirement on CSI model/functionality input (e.g. CSI-RS measurement accuracy) should be studied.
· Inference performance 
· As agreed in RAN4#107, throughput should be used to evaluate the model inference performance. 
· Existed RAN4 test examples for “reporting of PMI” can serve as a reference, e.g. as captured in 38.101-4, “The minimum performance requirements of PMI reporting are defined based on the precoding gain, expressed as the relative increase in throughput when the transmitter is configured according to the UE reported PMI compared to the case when the transmitter is using random precoding, respectively.” Requirement of γ and test settings can be reused or updated. 
· Performance monitoring
· For performance monitoring, UE/NW can monitor and estimate the performance of AI/ML based CSI model/functionality through Hypothetical BLER or intermediate KPIs, e.g. SGCS. 
· Multiple samples within an evaluation window should be used to obtain a stable evaluation result.
· FFS how to perform cell level AI/ML model performance monitoring, considering multi-user involved mechanism, e.g. should the AI/ML model be updated or optimized if only a small number of UEs report its failure?
· For CSI compression, the testability of two-sided model should be further studied, e.g. whether/how to introduce reference model(s)
· RAN4 R18 does not need to study requirements/tests for CSI model update/transfer/delivery
Proposal 4: For AI/ML based CSI feedback, performance requirement on CSI model/functionality input (e.g. CSI-RS measurement accuracy) should be studied.
Proposal 5: For CSI inference performance, throughput should be used to evaluate the model inference performance, and existed RAN4 test examples for “reporting of PMI” can be reused or serve as a reference. Requirement of γ and test settings can be reused or updated.
Proposal 6: For CSI performance monitoring, UE can monitor and estimate the performance of AI/ML based CSI model/functionality through Hypothetical BLER or intermediate KPIs, e.g. SGCS. 
	- FFS how to perform cell level AI/ML model/functionality performance monitoring
Proposal 7: RAN4 R18 does not need to study requirements/tests for CSI model update/transfer/delivery

2.1.2 AI/ML based Beam management
Beam management(BM)-Case1 is agreed in RAN1, i.e. Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams. As example is shown in figure 3, the best beam(s) can be estimated through AI/ML based BM methods with L1 measurements on a beam subset. 


Figure 3.  Spatial-domain DL beam prediction
Another sub use case is beam management(BM)-Case2, i.e. Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams. As example is shown in figure 4, The best beam in the future can be predicted through AI/ML based BM methods based on the beam quality at the current and historical time. 
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Figure 4. Temporal DL beam prediction

Regarding the model/functionality input, measurements on a sub set of beams or historical beams are utilized.
Regarding the model/functionality output and performance monitoring, intermediate KPIs (e.g. beam prediction accuracy, including beam prediction accuracy for Tx beam, Tx-Rx beam pair, L1-RSRP difference of the predicted beam) are used in RAN1 for performance evaluation, and system performance related KPIs(e.g. throughput) can also be considered and agreed in RAN1. 

In RAN4, from our understanding, following aspects need to be studied,
· Performance requirement on BM model/functionality input (e.g. beam measurement accuracy) should be studied.
· Inference performance
· RSRP accuracy of the predicted beam(s) should be used for BM model inference performance tests.
· The current beam prediction based on AI/ML essentially reduces the measurement by using AI/ML to predict the measurement results instead of actual measurements. Therefore, the most direct testing metric is to evaluate whether the predicted measurement accuracy meets the requirements.
· Performance monitoring
· For performance monitoring, UE can monitor and estimate the performance of AI/ML based BM model/functionality through RSRP accuracy or other intermediate KPIs, e.g. Beam prediction accuracy. 
· Whether/how to perform cell level BM model performance monitoring(multi-user involved mechanisms) should be considered, e.g. should the AI/ML model be updated or optimized if only a small number of UEs report its failure?
· RAN4 R18 does not need to study requirements/tests for BM model update/transfer/delivery
Proposal 8: For AI/ML based BM, performance requirement on BM model/functionality input (e.g. beam measurement accuracy) should be studied.
Proposal 9: For BM inference performance, RSRP accuracy of the predicted beam(s) should be used for BM model inference performance tests.
Proposal 10: For BM performance monitoring, UE can monitor and estimate the performance of AI/ML based CSI model/functionality through RSRP accuracy or other intermediate KPIs, e.g. Beam prediction accuracy.
	- FFS how to perform cell level AI/ML model/functionality performance monitoring
Proposal 11: RAN4 R18 does not need to study requirements/tests for BM model update/transfer/delivery

2.1.3 AI/ML based positioning
For AI/ML based positioning, direct AI/ML positioning and AI/ML assisted positioning are discussed and agreed in RAN1. For direct AI/ML positioning, the output of AI model is the estimated location. For AI/ML assisted positioning, the output of the AI model is the input of legacy positioning method, and the location can be estimated through a two-stage approach as shown in figure 5. However, although there are different methods for implementing AI/ML based positioning, when discussing test cases in RAN4, we do not need to differentiate the details of different positioning solutions. 
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Figure 5. Examples of AI/ML based positioning

Regarding the model input, potential new measurement (e.g. CIR/PDP) and existing measurement (e.g., RSRP/RSRPP/RSTD) are considered in RAN1 evaluation.
Regarding the output and performance monitoring, 
· For direct AI/ML positioning and AI/ML assisted positioning, the performance KPI is the CDF percentiles of horizonal accuracy in RAN1. The CDF percentiles to analyze are: 90% (baseline) and {50%, 67%, 80%} (optional).
· Additionally, for AI/ML assisted positioning, the model output could be ToA, Path phase, RSTD, RSRP, Identification of LoS/NLoS. 
For AI/ML based positioning, from our understanding, following aspects need to be studied,
· Performance requirement on Positioning model/functionality input (e.g. measurement accuracy of CIR/PDP/RSRP /RSTD) should be studied.
· Inference performance
· At least for directly AI/ML positioning, positioning accuracy should be used as the KPI
· For AI/ML assisted positioning, the model output could be ToA, RSTD, RSRP, Identification of LoS/NLoS. The accuracy for these intermediate results could be considered. 
		- Note1: need down-selection according to RAN1 progress
		- Note2: all these intermediate measurement results are not realistic measurement results. They are from AI/ML model output(with non-linear processing). How to test these intermediate measurement results is also a new issue in RAN4. Whether option 2 to option 6 agreed in RAN4#107 meeting can be used in RAN4 tests as a metric should be further analysed as well. Feasibility of these candidate metrics for performance monitoring should be clarified first.
· Performance monitoring
· For performance monitoring, UE can monitor and estimate the performance of AI/ML based Positioning model/functionality through positioning accuracy or other intermediate KPIs.
· Feasibility of these candidate metrics for performance monitoring should be clarified first.
· RAN4 R18 does not need to study requirements/tests for Positioning model update/transfer/delivery
Proposal 12: For AI/ML based Positioning, performance requirement on Positioning model/functionality input (e.g. measurement accuracy of CIR/PDP/RSRP /RSTD) should be studied.
Proposal 13: For BM inference performance, 
1) At least for directly AI/ML positioning, positioning accuracy should be used as the KPI
2) For AI/ML assisted positioning, the model output could be ToA, RSTD, RSRP, Identification of LoS/NLoS. The accuracy for these intermediate results could be considered. 
		- Note1: need down-selection according to RAN1 progress
		- Note2: all these intermediate measurement results are not realistic measurement results. They are from AI/ML model output(with non-linear processing). How to test these intermediate measurement results is also a new issue in RAN4. Whether option 2 to option 6 agreed in RAN4#107 meeting can be used in RAN4 tests as a metric should be further analysed as well. Feasibility of these candidate metrics for performance monitoring should be clarified first.		
Proposal 14: RAN4 R18 does not need to study requirements/tests for Positioning model update/transfer/delivery

3 Conclusions
[bookmark: _Hlk125811723]In this contribution, we discussed the Rel-18 AI/ML impacts to RAN4 and got following proposals
Proposal 1: For RAN4 performance test, at least two aspects need to be considered: 
· Model/functionality input, the focus of testing is on whether the input information of the model/functionality could be correctly obtained
· Model/functionality output, the focus of testing is on whether the performance of a given model/functionality could be guaranteed
Proposal 2: RAN4 does not need to study requirements/tests for AI/ML model delivery in each use case. 
Proposal 3: RAN4 does not need to study requirements/tests for AI/ML model update, AI/ML model transfer in each use case. 
	Note: if other WG defines the model update procedure or model transfer procedure, RAN4 may need to study corresponding requirements for it.
Proposal 4: For AI/ML based CSI feedback, performance requirement on CSI model/functionality input (e.g. CSI-RS measurement accuracy) should be studied.
Proposal 5: For CSI inference performance, throughput should be used to evaluate the model inference performance, and existed RAN4 test examples for “reporting of PMI” can be reused or serve as a reference. Requirement of γ and test settings can be reused or updated.
Proposal 6: For CSI performance monitoring, UE can monitor and estimate the performance of AI/ML based CSI model/functionality through Hypothetical BLER or intermediate KPIs, e.g. SGCS. 
	- FFS how to perform cell level AI/ML model/functionality performance monitoring
Proposal 7: RAN4 R18 does not need to study requirements/tests for CSI model update/transfer/delivery
Proposal 8: For AI/ML based BM, performance requirement on BM model/functionality input (e.g. beam measurement accuracy) should be studied.
Proposal 9: For BM inference performance, RSRP accuracy of the predicted beam(s) should be used for BM model inference performance tests.
Proposal 10: For BM performance monitoring, UE can monitor and estimate the performance of AI/ML based CSI model/functionality through RSRP accuracy or other intermediate KPIs, e.g. Beam prediction accuracy.
	- FFS how to perform cell level AI/ML model/functionality performance monitoring
Proposal 11: RAN4 R18 does not need to study requirements/tests for BM model update/transfer/delivery
Proposal 12: For AI/ML based Positioning, performance requirement on Positioning model/functionality input (e.g. measurement accuracy of CIR/PDP/RSRP /RSTD) should be studied.
Proposal 13: For BM inference performance, 
3) At least for directly AI/ML positioning, positioning accuracy should be used as the KPI
4) For AI/ML assisted positioning, the model output could be ToA, RSTD, RSRP, Identification of LoS/NLoS. The accuracy for these intermediate results could be considered. 
		- Note1: need down-selection according to RAN1 progress
		- Note2: all these intermediate measurement results are not realistic measurement results. They are from AI/ML model output(with non-linear processing). How to test these intermediate measurement results is also a new issue in RAN4. Whether option 2 to option 6 agreed in RAN4#107 meeting can be used in RAN4 tests as a metric should be further analysed as well. Feasibility of these candidate metrics for performance monitoring should be clarified first.		
Proposal 14: RAN4 R18 does not need to study requirements/tests for Positioning model update/transfer/delivery
4 References
[1] RP-213599, New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm, RAN#94-e, Dec. 2021
[2] R4-2308973, On general issue, OPPO, RAN4#107, May 2023.
image2.emf
CSI prediction model

W

t

W

t-5

W

t-10

W

t+1

W

t+4

Ă 

Predicted CSI

Measured CSI


Microsoft_Visio_Drawing.vsdx
CSI prediction model
Wt
Wt-5
Wt-10
Wt+1
Wt+4
…
Predicted CSI
Measured CSI



image3.emf
AI based BM

L1 measurements on 

a beam subset

Estimation of all beams

Estimation of the best beam(s) 

Beam 0

Beam 1

Beam 2

Beam 48

...

Beam 63

Beam 16

Beam 56


Microsoft_Visio_Drawing1.vsdx
AI based BM
L1 measurements on 
a beam subset
Estimation of all beams
Estimation of the best beam(s)
Beam 0
Beam 1
Beam 2
Beam 48
...
Beam 63
Beam 16
Beam 56



image4.emf
TT+1

AI based BM

Beam info at time T

Beam info at time T-1

Beam info at time T-n

. . .

Predicted best beam at time T+1

Predicted best beam at time T+2

Predicted best beam at time T+m

. . .


image5.png
Direct AI/ML positioning

Al/ML assisted positioning

Normalized

CIR + RSRP

Estimated location

Al/ML
model
Normalized
CIR TOA
Al/ML Non-Al
model method

Estimated location

e




image1.png
SGCS

Al Encoder

|

Al Decoder

f

Quantization

Bitstream

Dequantization





