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1.	Introduction
RAN4 is currently working on a Rel-18 Study Item related to Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface with the objective to study the 3GPP framework for AI/ML for air-interface corresponding to each targeted use cases (i.e., CSI feedback enhancement, beam management, and positioning accuracy enhancements for different scenarios) regarding aspects such as performance, complexity, and potential specification impact [1]. 
RAN4 has been tasked to study the requirements to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable, considering, if necessary, the need and implications for AI/ML processing capabilities definition. 
In last meeting, the WF [2] was approved, including guidance for the way forward on specific issues related to use cases for AI/ML among other agreements. 
In this contribution, Keysight would like to share some insights on specific issues under discussion related to use cases for AI/ML for NR air interface.
[bookmark: OLE_LINK53]2. 	Discussion
2.1	Metrics
2.1.1	Metrics agreement in previous meetings
R4-2310433 ([2]) included the following agreements regarding metrics for each use case:
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2.1.2	Feedback on metrics for CSI enhancements requirements
In our opinion throughput gain (relative throughput) is a good metric to evaluate the system level performance for CSI enhancement requirements use case. Besides that, throughput is already a metric used already in RAN4 requirements.
However, there will be scenarios where the main benefit won’t be observed in throughput gain but in:
A) Signaling overhead reduction, which could be quantified reducing the periodicity of CSI reports while achieving the same throughput.
B) Latency reduction, which could be measured with and without a High-Speed-Train scenario for example while achieving same throughput.
The intermediate KPIs considered for this use case (cosine similarity and accuracy of predicted CQI) would require access to CSI ground truth (actual CSI estimated by the device) and would probably require much more complexity at signaling level and higher volume of data exchange in the air interface. 
Proposal 1: Consider Signaling overhead reduction and/or latency reduction as possible metrics for CSI enhancements use case and down-select cosine similarity and accuracy of predicted CQI.
2.1.3	Feedback on metrics for Beam management requirements
RSRP accuracy seems to be an appropriate metric to evaluate the system level performance for beam management requirements use case. Besides that, RSRP accuracy is already a metric used already in RAN4 requirements.
However, same as in CSI enhancements use case, there will be scenarios where the main benefit won’t be observed in RSRP accuracy but in:
A) Signaling overhead reduction, which could be quantified by reducing the quantity of transmitted beam patterns for SSB or CSI-RS-enabled beam sweeping or completely skipping some SSB blocks/CSI-RS reports while achieving the same throughput. To be further discussed whether one of the beams removed shall be the best beam from the throughput perspective.
B) Latency reduction, which could be measured with and without a High-Speed-Train scenario for example while achieving same throughput.
Proposal 2: Consider Signaling overhead reduction and/or latency reduction as possible metrics for beam management use case.
2.1.4	Feedback on metrics for Positioning enhancements requirements
If prioritized scenarios for AI-assisted positioning is IIoT indoor factory, most of the scenarios would be NLOS for low cell densified scenarios and hence it seems LOS/NLOS indicator might not be very suitable. However, for high cell densified scenarios, it could make sense to have LOS/NLOS as a metric.
2.2	Generalization
2.2.1	Performance degradation.
Regarding performance degradation, there were some proposals in RAN4#107 as described in [6]:
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The assessment of the performance degradation of models when faced with different conditions, also called generalization performance, is a key aspect that enables the testing methodology to meaningfully capture the performance of models in their prospective real-world deployments.
Failing to correctly monitor and characterize the generalization performance of AI-powered algorithms could result in the overestimation of overall performance, leading to a lack of correlation between testing results and real-world performance improvements.
In the context of supervised learning (which is the main paradigm in PHY layer AI algorithms) generalization performance assessment could identify overfitted or biased AI-models, which happen to be two of the most common problems in supervised learning. AI-models with such impairments could perform well under certain controlled conditions while performing poorly in scenarios that diverge from the dataset used to train them.
Proposal 3: Update Option 1 proposed for performance degradation as “RAN4 should study how performance degrades in different scenarios and ensure robustness/generalization. Test methodology in RAN4 should output a pass or fail result that considers the generalization performance of the model”.
2.2.2	Performance degradation characterization process
Generalization performance assessment relies in evaluating AI-models under a variety of configurations, where some variables, from now on called “generalization variables”, will take different values. 
The generalization variables that can be evaluated for all use cases are denominated as common generalizations variables and may include the following, among others:
· Inter-site Distance (ISD): Some AI-models may stop performing properly when presented with longer Timing Advance values or larger pathloss.
· Subcarrier Spacing (SCS): use cases that make use of frequency domain signals, such as CSI feedback enhancement, should work for all values of SCS.
· Indoor/outdoor distribution: AI-models are often biased towards either indoors or outdoors, performing poorly in the one they are not biased towards. A mixed distribution in the training dataset mitigates this effect.
· MIMO configuration: MIMO configuration (i.e. number of Tx and Rx antennas) impact significantly the training and inferencing processes of AI-models for the PHY layer. These models are usually trained for one or a closed set of MIMO configurations.
It’s worth noting that all these variables are related to the scenario generation for simulations based in the channel models present in TR 38.901
However, other generalization variables may apply for each use case. These, more specific generalization variables have the role of characterize the generalization performance of very specific implementation details belonging to each use case.
Specific generalization performance variables may include the following, among others:
· CSI feedback enhancement:
· Compression:
· Quantization levels
· Compression rats
· Rank/layers
· Prediction:
· Pilot report frequency
· Length of prediction time window
(These 2 are related as in how many reports can fit into the prediction time window)

· Beam management:
· Temporal prediction:
· Length of prediction time window
· Beam report frequency
(These 2 are related as in how many reports can fit into the prediction time window)
· Spatial-domain prediction: 
· Transmitted beam patterns
· Position enhancements:
· AI-based: 
· Cells synchronization impairments
· AI-direct positioning:
· Cells synchronization impairments
When faced with different values of the generalization variables, models will produce a set of outcomes for their performance covering a finite range of values. 
This set of results can then be characterized by means of the:
· Average performance: average of all reported performances
· Performance variation: Difference between the best and worst reported performances. This can be done in absolute terms or in relative terms (i.e. percentage of the mean)
Both average performance and performance variation should also be compared against those of the legacy algorithms. Usually, legacy algorithms are designed to perform well in a wide range of scenarios. An evaluation of generalization performance of an AI-model reporting high gains compared to legacy procedures, but high-performance variations will most likely not be suitable for real-world deployments.
2.3	Model monitoring KPIs
Regarding model monitoring KPIs, there were some options proposed in RAN4#107 as described in [6]:
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Option 1 was proposed in Proposal 1 in [7] and Option 2 was proposed in Proposal 5 in [8].
Table below provides pros-cons analysis for these 2 options: 
	
	Pros
	Cons

	Option 1: RAN4 should study the possibility of defining requirements/tests for the monitoring procedure. 
	· RAN4-defined requirements will ensure the correct performance of deployed models in the long term.
· Convergence of model monitoring procedures between vendors 
	· Possible high overhead due to excessive performance reporting  

	Option 2: Introduce requirement/tests for new models prior to being deployed
	· Reduced complexity in model monitoring procedures

	· Fails to capture real-world deployment performance.
·  High complexity of the TE to support. (from R4-2308526 [8]:  However, if the actual performance of the model depends on the physical model after “lowering” to the target hardware then such verification might need to be done specifically for each UE or gNB hardware implementation)



Proposal 4: RAN4 defines latency requirements for model monitoring that ensures sufficient model monitoring while maintaining a reduced overhead.


3. 	Conclusion
This contribution provides Keysight’s insights on specific issues under discussion related to use cases for AI/ML for NR air interface.
The following observations and proposals are made:
Proposal 1: Consider Signaling overhead reduction and/or latency reduction as possible metrics for CSI enhancements use case and down-select cosine similarity and accuracy of predicted CQI.
Proposal 2: Consider Signaling overhead reduction and/or latency reduction as possible metrics for beam management use case.
Proposal 3: Update Option 1 proposed for performance degradation as “RAN4 should study how performance degrades in different scenarios and ensure robustness/generalization. Test methodology in RAN4 should output a pass or fail result that considers the generalization performance of the model”.
Proposal 4: RAN4 defines latency requirements for model monitoring that ensures sufficient model monitoring while maintaining a reduced overhead.
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Metrics to be studied for evaluation of beam management inference performance (RANS to decide which options are relevant and
useful based on study):

o Option 1: RSRP accuracy
oOption 2: Beam prediction accuracy
~Top-1 (%)  the pescentage of “the Top-1 strongest beam is Top-1 predicted beam”
~Top-K/1 (%) :the percentage of “the Top-1 strongest beam is one of the Top-K predicted beams”™

~Top-1/K (%) : the percentage of “the Top-1 predicted beam is one of the Top-K strongest beams™
o Option 3: other options could be considered

Issue 2-4: Positioning KPIs/metries

KPIs/metrics to be stadied for positioning:

 Option 1: positoning accuracy: Ground truth vs. seported
~only option available for direct positioning
o Option 2: LOSINLOS indicator
o Option 3: path phase
o Option 4: RSTD
o Option 5: PRS RSRP
o Option 6: others
Companies proposiag Option 3 should clarify how this s used for positioning evaluation

Whether option 1 can be used in RANS tests as a metric should be further analyzed
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RAN4 should also study whether defining a requirement for existing procedures could only be done when AML is used.
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2.2.5 Sub-topic 2-5
Performance degradation and robustness/generalization

The need to study whether some models/features have a smooth performance degradation with changing scenarios and
mechanisms to handle cases in which performance degradation is large

Issue 2-5: Performance degradation

e Proposals

o Option 1: RAN4 should study how performance degrades in different scenarios and ensure
robustness/generalization

o Option 2: no need to study performance degradation, just some fallback mechanism is needed
o Option 3: other proposals

e Recommended WF
o TBA




image5.png
[Issue 2-6: Requirements/tests for model monitoring or prior to update

e Proposals
o Option 1: RAN4 should study the possibility of defining requirements/tests for the monitoring
procedure. Possible options listed below:

= Accuracy of monitoring results reporting

= Accuracy of monitoring-related measurements reporting

= Latency of monitoring results reporting

= Latency of monitoring-related measurements reporting

Option 2: Introduce requirements/tests for new models prior to being deployed (test of an updated
model)

o Option 3: RAN4 should not study such tests because this is not needed
o  Option 4: others

e Recommended WF
o TBA

Multiple options can be discussed
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Issue 2-1: Framework for RRC/MAC-CE/DCI based core reqs

o Option 1: Use the legacy framework for RRC/MAC-CE/DCI based core requirements(e.g. define delay requirements
based on multiple delay components)

B Use option 1 as the baseline for LCM procedures

B Discuss the additional core requirement framework if the new procedure i introduced by other WGs and option 1 is not
‘applicable to those new procedures.

Issue 2.2: Metries for CST requirementsitests
Agreement:
B For metrics for CSI requirementstests for model nference performance testing
B Considerthe ollowing possie test metrics
B Thronghput - absolute throvghput o relative throughput

W Ifthroughput is not applicable or significant disadvantage is observed by using throughput,intermediate KPIs like
cosine similarity, accuracy of predicted CQL etc,

® FFS on whether the KPIs are testable
# Companies are encouraged to show how the KPI can be tested in RAN

W Ifthroughput is not applicable or significant disadvantage is observed by using throughput, other test metrics are
ot prectuded

@ EFS on whether the KPIs are testable

# Companies are encouraged to show how the KPI can be tested in RAN




