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1 Introduction
In RAN4#107 meeting, a WF on AI/ML RAN4 studies was approved [1]. However, there were lots of remaining outstanding issues based on [2]. In this contribution, we present our views on defining RAN4 requirements for AIML.
2 [bookmark: _Hlk92380727]Discussion
2.1	General aspects
	Issue 1-2: Handling of AI/ML relative to legacy requirements
· Proposals
· Option 1: Enhancements to legacy requirements/tests could be considered as necessary. Enhancements to legacy requirements should also be considered. 
· Option 2: Enhancements to legacy requirements/tests could be considered as necessary. Enhancements to legacy requirements should not be considered as these would not be in the scope of AI/ML enabled enhancements.
· Option 3: Requirements/tests for AI/ML should follow the legacy framework
· Option 4: others



Based on discussions in last meeting, lots of companies were confused about options above. The performance gain of AI/ML for different use cases, including CSI feedback, beam management and positioning, are studied and evaluated in RAN1. We are not sure if RAN4 can compare the requirements/tests between AI/ML and legacy as the configuration and test metric are not the same for AI/ML and legacy requirements/tests. We can discuss the baseline when defining requirements, but it is not necessary to be the legacy requirements/tests. Therefore, we propose to focus on defining AI/ML requirements/tests first.
Proposal 1: Do not consider any enhancements to legacy requirements/tests. RAN4 should focus on defining requirements considering AI/ML feature.

	Issue 1-3: AI/ML model complexity handling
· Proposals
· Option 1: KPIs related to model computation complexity should be considered
· Actual KPIs can be further discussed: FLOPS, number of parameters, etc
· Option 2: No need for such detailed consideration as actual KPIs, complexity of a model should only be discussed whether feasible/no feasible
· If not feasible, certain model should simply be dropped
· Option 3: other considerations



In RAN1 discussion, the complexity is also evaluated as a KPI, including model complexity and computational complexity. The computational complexity can be reported via the metric of floating point operations (FLOPs), and the model complexity could be measured by memory storage in terms of AI/ML model size and number of AI/ML parameters. The different complexity of AI/ML will result in different performance and latency. Therefore, when defining requirements for AI/ML, the complexity should be taken into consideration. RAN4 should define requirements with reasonable complexity range and how to measure the complexity and what is the reasonable complexity range can be further discussed. RAN4 can discuss a baseline AI/ML model with acceptable complexity range and define requirements based on the baseline AI/ML model.
Proposal 2: The different complexity of AI/ML model will result in different performance. When introducing the requirements for AI/ML, the complexity should be considered. RAN4 should define requirements with reasonable complexity range and how to measure the complexity and what is the reasonable complexity range can be further discussed.

	Issue 1-8: Generalization for one-sided model 
· Proposals
· Option 1: If model training, model inference, model monitoring and model management are at the same side, the generalization can be verified by defining non-stationary scenarios/configurations.
· Option 2: Use non-stationary scenarios/configurations and also use legacy performance as “fallback” to ensure robustness
· Option 3: other proposals



If RAN1 considered use case is capable for generalization, RAN4 can consider defining requirements to verify generalization by using non-stationary scenarios/configurations. However, if the used case for AL/ML is not good for generalization, RAN4 should not define requirements for generalization. Take CSI prediction as an example, the results from RAN1 show that AI/ML models can attain good performance if the UE speed of the training data is the same as that of the testing data, while the performance is worse if the UE speed of the training data is different from that of the testing data. Besides, the AI/ML model trained by the mixed dataset shows moderate performance on each scenario of different UE speeds. For this case, RAN4 should not define requirements to verify generalization. When defining the requirements to verify generalization, RAN4 should discuss whether the use case is capable for generalization. Also, the varying parameters for non-stationary scenarios/configurations should also be discussed. For example, generalization over RB, generalization over UE speed, generalization over deployment.
Proposal 3: When defining the requirements to verify generalization, RAN4 should discuss whether the use case is capable for generalization. Also, the varying parameters for non-stationary scenarios/configurations should also be discussed. For example, generalization over RB, generalization over UE speed, or generalization over deployment.
2.2	Specific Issues Related to Use Cases For AI/ML
Last meeting, RAN4 discussed the metrics to use to evaluate the performance of AI/ML beam prediction models and reached the following agreement. In the next, we would like to further discuss which metric(s) to use.
	Agreement: (RAN4#107)
Metrics to be studied for evaluation of beam management inference performance (RAN4 to decide which options are relevant and useful based on study):
· Option 1: RSRP accuracy
· Option 2: Beam prediction accuracy
· Top-1 (%) : the percentage of “the Top-1 strongest beam is Top-1 predicted beam”
· Top-K/1 (%) : the percentage of “the Top-1 strongest beam is one of the Top-K predicted beams”
· Top-1/K (%) : the percentage of “the Top-1 predicted beam is one of the Top-K strongest beams”
· Option 3: other options could be considered



As far as we know, the AI/ML model used for beam prediction can be classification model or regression model. The outputs of these two types of models are different. Take DL Tx beam predication as an example. Outputs of classification model are indexes of Top-K beams. Outputs of regression model are RSRP of Tx beams in Set A. With regression model, through RSRP of different Tx beams, indexes of Top-K beams are implicitly obtained. As RSRP of Tx beams in Set A cannot be obtained through classification model, accuracy of predicted RSRP is not applicable. We think RAN4 should discuss whether to define a metric which is AI/ML model independency or define different metrics for different model types.
Since this is a SI, we are open to discuss different metrics for different model types unless RAN1 makes down-selection on the model types.
Proposal 4: Discuss whether to define a metric which is AI/ML model independency or define different metrics for different model types.
Proposal 5:  Different metrics can be used for different model types unless RAN1 makes down-selection on the model types.
As we point out above, for classification model, accuracy of predicted RSRP is not applicable. It seems only beam prediction accuracy can be used to evaluate the performance of classification model. 
Observation 1: Accuracy of predicted RSRP is not applicable for classification model.

For regression model, RSRP accuracy can be an option. RAN1 has defined some L1-RSRP related metrics, i.e., 
· L1-RSRP difference of Top-1 predicted beam: the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam
· the predicted L1-RSRP difference: The difference between the predicted L1-RSRP of Top-1[/K] predicted beam and the ideal L1-RSRP of the same beam.
In our understanding, the ideal L1-RSRP mentioned in RAN1 discussion is the RSRP with Rx beam forming gain in FR2. As the value of Rx beam forming gain is not available in the field or during the test, it is not possible to get the ideal L1-RSRP in FR2.  The one that can be used as a reference during the test can only be the measured RSRP by UE in FR2. While it is possible to get the ideal L1-RSRP during the test in FR1. Therefore, when RAN4 defines the performance requirements for beam prediction AI/ML model, it is very likely that the requirements are different in FR1 and FR2. As far as we know, all the simulations conducted in RAN1 focus on FR2. In our view, it is important to clarify in RAN4 that only FR2 is considered or both FR1 and FR2 are considered.
Proposal 6:  Discuss whether to consider FR1 in AI/ML based beam prediction.
Proposal 7: Use the measured RSRP by UE as a reference to evaluate the performance of beam prediction AI/ML model in FR2 during the test.
In our understanding, in FR2, there are the following three types of L1-RSRP values.
· Predicted L1-RSRP of Top-1[/K] predicted beam
· Measured L1-RSRP of Top-1[/K] predicted beam
· Measured L1-RSRP of the strongest beam (the strongest beam is the one with the largest measured L1-RSRP)
As the motivation of DL Tx beam prediction is to find the best Tx beam, even the predicted L1-RSRP may be not very accurate, as long as the best Tx beam is found with the aid of AI/ML model. The beam choosing with the aid of AI/ML model would be one of the Top-K predicted beams. To reflect this, we propose a metric as the difference between measured L1-RSRP of the strongest beam and maximum of measured L1-RSRP of Top-1[/K] predicted beam to evaluate the prediction accuracy.
Proposal 8: Use the difference between measured L1-RSRP of the strongest beam and maximum of measured L1-RSRP of Top-1[/K] predicted beam to evaluate beam prediction accuracy in FR2.

2.3	Interoperability and testability aspect
	Issue 3-3: Encoder/decoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options not precluded



The AI/ML CSI compression sub-case involves two-sided AI/ML operations performed at both UE and gNB. UE is configured with the AI encoder and gNB is configured with the corresponding decoder, where the AI encoder is for CSI compression, and the decoder is to recover CSI. The network side AI/ML model design/implementation will impact the UE performance verification. Similarly, the UE side AI/ML model design/implementation will also impact the network performance verification. Therefore, to minimize the impact from either UE side/network side. The reference encoder/decoder should be considered and there are lots of options after RAN#106bis-e. 
For option 1 and 2, it involves model delivery/transfer from UE or infra to TE vendors. Also, TE vendors need to support different reference decoders provided by different UE or infra. For Option 4, it is not clear what is meaning of “partially specified”. It may also introduce performance variation between TE vendor implementations. Therefore, we think RAN4 can choose option3 as a starting point to discuss reference encoder/decoder.
Observation 2: For option 1 and 2, it involves model delivery/transfer from UE or infra to TE vendors.
Observation 3: For Option 4, it is not clear what is meaning of “partially specified”. It may also introduce performance variation between TE vendor implementations.
Proposal 9: RAN4 can choose option3 as a starting point to discuss reference encoder/decoder.

RAN4#106bis agreed to study how to define LCM related requirements and test cases. In this part, we will share our views on this.
	RAN4#106bis-e Agreements:
· Following LCM related requirements are to be studied:
· Model/Functionality select/switch/activate/deactivate/fallback
· Model/Functionality monitoring
· FFS if requirements for data collection (in particular for training) could/need be defined
· FFS if requirements for transfer/delivery/update
· NOTE: RAN4 study should be aligned with the agreements in other working groups.
· Further study under LCM related tests, if they are defined.
· how the framework can address the possibility of updates/activation/deactivation/switching to the functionalities/models after the deployment of the devices in the filed

· RAN4 to investigate how to define performance requirements/tests for the following candidate procedures:
· model/functionality monitoring
· model/functionality selection
· model/functionality activation/deactivation/switching/fallback
· FFS whether data collection should be considered
· FFS whether model update/transfer/delivery should be considered



Model/Functionality select/switch/activate/deactivate/fallback
According RAN2#121bis-e agreement, for all the use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or NW-initiated. RAN4 needs to discuss how to define the requirements and test cases for both UE-initiated and NW-initiated model/function selection/(de)activation/switching/fallback.

	[bookmark: _Hlk134694706]For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).



[bookmark: _Hlk134694974][bookmark: _Hlk134695980]Proposal 10: RAN4 needs to discuss how to define the requirements and test cases for both UE-initiated and NW-initiated model/function selection/(de)activation/switching/fallback.
Regarding NW-initiated model/function selection/(de)activation/switching/fallback, a command from NW is expected. And the triggering command can be used as the starting point of the delay requirements. For the ending point, it depends on whether a complete indication will be defined in other WGs or not. If a complete indication will be defined in other WGs, then the complete indication can be used as the ending point.
[bookmark: _Hlk134700872]In the delay requirements, at least two components are essential. One is the time to decode the triggering command. The exact time depends on the command is RRC/MAC/DCI. Another is the time needed for model/function change or model/function status change. UE may need some time to load the model or parameters, and model/function complexity may have impact on the delay requirements, especially for model/function selection/(de)activation/switching. In other words, model update may be needed during model/function selection/(de)activation/switching. As for the other components, we think more progress from other WGs is necessary for further discussion.
Proposal 11: For NW-initiated model/function selection/(de)activation/switching/fallback, the starting point of the delay requirements can be the triggering command to be defined in other WGs.
Proposal 12: For NW-initiated model/function selection/(de)activation/switching/fallback, the ending point of the delay requirements can be the complete indication to be defined in other WGs, if any.
Proposal 13: At least two components are essential in the delay requirements of NW-initiated model/function selection/(de)activation/switching/fallback. One is the time to decode the triggering command. Another is the time needed for model/function change or model/function status change.
Proposal 14: Further discuss whether and how model/function complexity impact the delay requirements of model/function selection/activation/switching.
Regarding UE-initiated model/function selection/(de)activation/switching/fallback, it is very similar to conditional handover/PSCell change in our understanding. Some conditions should be predefined or configured by NW to trigger model/function selection/(de)activation/switching/fallback. In both the requirements and test cases, monitoring would be one of the procedures to check whether the trigger condition is satisfied or not. When the trigger condition is satisfied, the procedure will be basically the same as NW initiated model/function selection/(de)activation/switching/fallback.
Proposal 15: For UE-initiated model/function selection/(de)activation/switching/fallback, Model/Functionality monitoring would be one of the procedures in both the delay requirements and test cases.
Proposal 16: For UE-initiated model/function selection/(de)activation/switching/fallback, when the trigger condition is satisfied, the procedure will be basically the same as NW initiated model/function selection/(de)activation/switching/fallback.

Model/Functionality monitoring
Monitoring is to continuously identify a right time to activate/deactivate AI operation or switch to a different AI model. This is very similar to the background measurements on both serving and neighbouring cells in order to trigger the handover or PSCell addition. Which parameter to monitor would be different per use cases. It is better to discuss Model/Functionality monitoring per use cases. As far as we known, RAN1 is discussing how to perform Model/Functionality monitoring for different use cases and has not concluded yet. RAN4 can wait for RAN1 conclusion. 
Proposal 17: Discuss Model/Functionality monitoring per use cases. RAN4 can wait for more RAN1 progress.

Model update/transfer/delivery
For Model update/transfer/delivery, there are mainly two steps. The first step is transferring or delivering the model parameters and/or model structure from one side to another, e.g., from OTT server to UE. The second step is that UE loads the model to its hardware. In our understanding, RAN4 does not need to define the requirements for the first step. For the second step, we think more discussion is necessary. It depends on how long loading time needed and what interruption on DL and UL will be caused. If the loading time and interruption time are too long, it may be not practical to support Model update/transfer/delivery in connected mode.
Proposal 18: Discuss the impact on DL and UL of loading AI/ML model to hardware before discussing whether and how to define requirements for Model update/transfer/delivery. 

3 Conclusion
In the contribution, we provided our views on RAN4 AI/ML SI and the following observations and proposals:
Proposal 1: Do not consider any enhancements to legacy requirements/tests. RAN4 should focus on defining requirements considering AI/ML feature.
Proposal 2: The different complexity of AI/ML model will result in different performance. When introducing the requirements for AI/ML, the complexity should be considered. RAN4 should define requirements with reasonable complexity range and how to measure the complexity and what is the reasonable complexity range can be further discussed.
Proposal 3: When defining the requirements to verify generalization, RAN4 should discuss whether the use case is capable for generalization. Also, the varying parameters for non-stationary scenarios/configurations should also be discussed. For example, generalization over RB, generalization over UE speed, or generalization over deployment.
Proposal 4: Discuss whether to define a metric which is AI/ML model independency or define different metrics for different model types.
Proposal 5:  Different metrics can be used for different model types unless RAN1 makes down-selection on the model types.
Observation 1: Accuracy of predicted RSRP is not applicable for classification model.
Proposal 6:  Discuss whether to consider FR1 in AI/ML based beam prediction.
Proposal 7: Use the measured RSRP by UE as a reference to evaluate the performance of beam prediction AI/ML model in FR2 during the test.
Proposal 8: Use the difference between measured L1-RSRP of the strongest beam and maximum of measured L1-RSRP of Top-1[/K] predicted beam to evaluate beam prediction accuracy in FR2.
Observation 2: For option 1 and 2, it involves model delivery/transfer from UE or infra to TE vendors.
Observation 3: For Option 4, it is not clear what is meaning of “partially specified”. It may also introduce performance variation between TE vendor implementations.
Proposal 9: RAN4 can choose option3 as a starting point to discuss reference encoder/decoder.
Proposal 10: RAN4 needs to discuss how to define the requirements and test cases for both UE-initiated and NW-initiated model/function selection/(de)activation/switching/fallback.
Proposal 11: For NW-initiated model/function selection/(de)activation/switching/fallback, the starting point of the delay requirements can be the triggering command to be defined in other WGs.
Proposal 12: For NW-initiated model/function selection/(de)activation/switching/fallback, the ending point of the delay requirements can be the complete indication to be defined in other WGs, if any.
Proposal 13: At least two components are essential in the delay requirements of NW-initiated model/function selection/(de)activation/switching/fallback. One is the time to decode the triggering command. Another is the time needed for model/function change or model/function status change.
Proposal 14: Further discuss whether and how model/function complexity impact the delay requirements of model/function selection/activation/switching.
Proposal 15: For UE-initiated model/function selection/(de)activation/switching/fallback, Model/Functionality monitoring would be one of the procedures in both the delay requirements and test cases.
Proposal 16: For UE-initiated model/function selection/(de)activation/switching/fallback, when the trigger condition is satisfied, the procedure will be basically the same as NW initiated model/function selection/(de)activation/switching/fallback.
Proposal 17: Discuss Model/Functionality monitoring per use cases. RAN4 can wait for more RAN1 progress.
Proposal 18: Discuss the impact on DL and UL of loading AI/ML model to hardware before discussing whether and how to define requirements for Model update/transfer/delivery. 
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