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[bookmark: _Toc116995841]Introduction
[bookmark: _Hlk134788564]The discussions on AI/ML for NR air interface first  held at RAN4#106-bis-e continued at RAN4#107. The outcomes of these meetings are captured in the WFs [1] and [2]. 
In this paper, we provide general views on the topics associated specifically with the introduction of AI/ML use-cases a necessity to test those in RAN4, as follows:
· Data collection
· Post-deployment updates in models/functionalities
· Additional overheads associated with the use of AI/ML
· Generalization
Furthermore, we provide the reference testing diagram for UE-sided ML Functionalities in 1-sided use cases and 2-sided use case. The main advantage of those that include only the strictly needed modifications to capture the nature of the AI/ML-enabled features.
More detailed analysis of use case specific issues and interoperability and testing aspects are provided in our accompanying papers [3] and [4], respectively.

[bookmark: _Toc116995842]Discussion
New aspects of RAN4 requirements for AI/ML-enabled features
Since the new scenarios discussed in this SI are enabled not by traditional algorithms but by AI/ML methods, there are new aspects that require special attention when specifying RAN4 requirements and tests for such functionalities. Below, we elaborate what these new aspects are and what could be their impacts.
Data collection
Firstly, AI/ML models are essentially data driven. Even though the initial training of the models might be possible based on the synthetic/generated data, in the future, it can be expected that those models will be updated and enhanced with the real data as well. Following also RAN4 agreements, when online training is not considered, training of the models can be performed offline and even outside the 3GPP infrastructure. Therefore, training itself can be left out of the scope of RAN4 discussion in Rel-18. However, data that is collected for training purposes might need specific requirements in comparison to the measurements and reporting mechanisms already available in the 3GPP networks. One example of such specific requirements is the accuracy of the timestamp that is defined in MDT requirements. For supervised training of the models, it is also essential that the ground truth information is accurately mapped to the inputs of the model or/and close in time, especially if different methods (e.g., MDT, RRC report, etc.) and even entities (UEs, gNBs) are used for data collection. Additionally, training data might require a high level of confidence or higher accuracy then just regular reports to increase the quality of training.
The data collection mechanisms are still under discussion in RAN2 e.g., we can note the following agreed proposals:
	Agreements from RAN2#121bis-e, including R2-2304541

Proposal 3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
Proposal 4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training)
- Model sidedness (UE side, NW side, two sided) FFS
- Use case mapping FFS
Proposal 5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS


 
We think that the issue of RAN4 requirements on training data collection is still relevant and should be left open to follow the progress in the other WGs.
RAN4 should consider a need for specific requirements on training data collection based on the mechanisms introduced in RAN1 and RAN2.

Data collection can be considered as a part of Life Cycle Management (LCM) for AIML enabled functionalities. Another aspect of LCM related to data collection is Monitoring. Monitoring can be considered as safety mechanism the AI/ML functionalities. One of the issues of AI/ML models is that it is impossible to guarantee no decay in performance of the model especially in real conditions of changing wireless propagation environment and with all possible equipment configurations. Therefore, it could be possible that in some conditions the model may provide low-fidelity output. If such a situation happens, timely information about the input of the model/functionality, outputs, parameters, etc., might be needed make a decision about a need to switch the model, to fix the issue or to avoid a similar situation in the future. Since this situation is much more dynamic than regular data collection (e.g., for training) more constraints might be applied for such data collection. Again, RAN4 still needs more inputs from RAN1 and RAN2 to make the final conclusion about monitoring data collection, but we cannot exclude the need for related requirements.
RAN4 should consider a need for specific requirements on monitoring data collection based on the mechanisms introduced in RAN1 and RAN2.

Functionality/model updates
One of the great benefits of the AI/ML models is their flexibility and adaptability. This also means that after the model has been created it should not stay without changes forever. AI/ML models does not require application-specific integrated circuit (ASIC) implementation for the functionality, instead, different models (i.e., with different weights or architectures) can be executed on the same hardware, i.e., on GPUs or TPUs. Hence, a modification of the model or addition of a new AIML model to the functionality can be considered just as a software update. Such an approach brings a new challenge for the testability of the related functionality because the performance of updated or alternative models may be different from the original mode/functionality. Therefore, the performance of one model that was verified during the conformance testing of the device does not guarantee the same level of performance later, in the field.
Due to the possible updates of the AIML functionalities and/or models or additions of new models to the AIML functionalities, previously passed conformance test(s) may not guaranty the same lave level of performance for the devices in the real network.
This challenge can be addressed in two possible way that are not mutually exclusive. Firstly, when a new AIML model is available, it should be validated before it can be taken into use. It should be verified that the model is not harmful to the network, and it is able to take in the expected input and provide the expected output. Only then the model can replace one of the existing models or can be added to the functionality.
RAN4 needs to consider mechanisms for verification of new/updated AI/ML functionalities and/or models before taking them into use at the device in the field, i.e., at post-deployment phase.
Another way to ensure the stability of performance of the new/updated models or functionalities is to enable reliable monitoring mechanism. In comparison to the approach above, monitoring can be only used to detect the issue when the model is already implemented and used at the device. Such mechanisms, themselves being the part of the LCM are expected to be defined in the other WG, but the role of RAN4 is to define requirements and potentially tests for such mechanisms. For example, if it is indicated that the performance is degrading for a model/functionality based on the use-case specific KPIs (including intermediate KPIs), the corresponding indications and events (e.g., model exchange, fallback, etc.) should take place timely.
RAN4 needs to define core requirements on monitoring mechanisms for AI/ML functionalities and/or models.

Overhead and baseline performance
“Ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements” is one of the goals of the study item. As it was already discussed in RAN4, legacy pefromance can be taken as a baseline for the enhanced AI/ML based features/functionalities. However, the definition of “legacy performance” was not strictly defined [1]:
	· Defining AI/ML requirements
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· FFS how to define “legacy performance” (whether on meeting/exceeding existing RAN4 requirements, or a wider criterion taking into account generalization)
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods 



In our view, the term “legacy performance” combines three components: testing methodology (i.e., how the requirement is derived) and the value of the requirement corresponding to certain parameters/conditions.
Firstly, the testing methodology should be applicable to the new AIML functionality. For example, for CSI compression use case, the throughput based on CSI feedback can be compared to the throughput with the randomized Type I CSI feedback. Secondly, the parameters of the test/requirement should be the same as in legacy. Only then the performance of AIML functionality can be compared to the existing requirement. The new requirements can be defined but is should not be lower than the existing/legacy one.
When all the components are available from the existing specification, then we can assume that legacy performance is defined. However, when the comparison of performance require derivation of performance in different conditions or the testing methodology are different, we cannot declare that legacy performance is defined.
When derivation of performance indicators/values require an update in the testing mechanism, conditions or requirement value(s), we cannot assume that legacy performance is available (as default).
Legacy performance for an AI/ML-enabled feature/functionality is defined when (1) legacy testing methodology can be applied to the AI/ML-enabled feature/functionality (2) requirements/testing parameters/conditions are defined in the existing TS and can be also used for testing of AI/ML-enabled feature/ functionality (3) the reference value(s) of the requirement is/are defined/present in the existing TS.
Existence of legacy pefromance does not mean though, that new requirements should not be introduced for AI/ML enabled functionalities. We discuss those in the next section, devoted to generalization.

One new aspect of testing against legacy requirement was not discussed before: there is certain overhead associated with the use of AI/ML functionality. This overhead might include resources (radio, computational, energy) spent on training, data collection and transfer, inference, control signalling, etc. For example, in the case of CSI compression, it could be possible to have low compression ratio of CSI feedback (high overhead) but potentially achieve better performance than legacy algorithms. On the other hand, with high CSI feedback compression, the overhead can be lower but it is still necessary to achieve the same level of minimal performance like in legacy.
In the other scenarios, better performance can be potentially achieved when using larger or more complex AI/ML models. On the other hand, this may cause higher energy consumption or computation resource shortage in the device.
RAN4 should consider the overhead (e.g., control signalling, energy consumption, etc.) associated with the use of AI/ML-enabled feature/functionality when formulating pefromance requirements and comparing with legacy performance.

Generalization
Generalization refers to the model's ability to adapt properly to new, previously unseen data, drawn from the same distribution as the one used to create the model. In other words, generalization examines how well a model can digest new data (mostly corresponding to new environment/scenario) and make correct predictions (for unseen/new environment or scenario) after getting trained on a training set.
If a model is trained too well on training data, it will be incapable of generalizing. In such cases, it will end up making erroneous predictions when it’s given new unseen input data.
Generalization poses one of the new challenges for RAN4 testing of AI/ML enabled feature. Generalization issue includes the following main aspects:
· Changing radio conditions:
· If the configured AI/ML functionality/model has been trained with a dataset representing mainly certain radio condition environment, then this AI/ML functionality/model may experience degraded performance if different channel conditions are met in the field. To avoid performance degradation, it should be guaranteed that the AI/ML configured functionality/model has been trained with a diverse dataset and can perform well with acceptable tolerance margin in varying channel conditions. This should also be verified in RAN4 testing in order to completely validate the configured AI/ML functionality/model.
· When AI/ML functionality/model is facing new conditions, especially, the ones where the reliable performance may not be ensured, this should not result in a long-term degradation of performance. The device should timely address such conditions, for example, with a change of the physical AI/ML model or fallback to the legacy functionality.
· Changing configurations/parameters settings:
· The impact of generalization on the performance of various AI/ML use cases depends heavily on the configuration and parameter settings used for dataset generation for the training. For example, for AI/ML beam management use-case, configurations should cover different beam sets/codebooks used, number of wide/narrow beams, grid of beam configuration etc. Similarly, parameters settings may include different sweeping frequency of the beams, the power settings, etc.
· It should be ensured that the AI/ML functionality/model is able to cover different configurations and a change is those, e.g., at HO event, without substantial degradation in performance.

AI/ML models/functionalities may demonstrate unexpected performance degradation if experienced scenario is different from the scenario(s) used for training of AI/ML models/functionalities. Therefore, generalization aspects of AI/ML use cases introduce new challenges for RAN4 testing.
RAN4 should defined new requirements and tests to guarantee a minimum performance of AI/ML use cases in various radio conditions and network configurations.

Statistically, it is possible to define the most representative conditions/configurations in the field. This may be helpful in selecting a reference condition/configuration for the AI/ML use case. For example, typical RAN4 used conditions such as AWGN/TDL channels can be used as reference conditions for various AI/ML based use cases. 
Furthermore, since the UE may experience difference conditions/configurations than the reference ones in the field, it is important to test AI/ML model/functionality for a selected list of different conditions/configurations. These scenarios may be a combination of generally tested conditions in RAN4 such as TDL-A (Tapped Delay Line A), TDL-C channel conditions with changing parameters to calibrate normal and extreme radio conditions.
Then, the AI/ML model/functionality should be tested for the reference scenario as well for other selected scenarios in order to validate generalization capabilities.
Figure 1 depicts the testing of generalization aspects using reference scenario and other selected scenarios.
[image: A diagram of a diagram
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[bookmark: _Ref142563858]Figure 1: RAN4 testing of Generalization capabilities in different scenarios.

Reference/typical scenario can be specified for AI/ML use cases. The performance of AI/ML functionalities/models may variate in the conditions different from the typical/reference. Therefore, certain level of performance variation/degradation can be allowed in the alternative scenarios.
RAN4 needs to define reference scenario as well as other/alternative scenarios with corresponding requirements to evaluate the generalization capabilities of the AI/ML-enabled features/functionalities for each of the (sub) use-cases studied in Release 18.
In the proposal above, we are considering the alternative testing scenarios as individual testing points. Therefore, such generalization requirements can be referred as performance requirements. However, with the AI/ML enabled functionalities, the generalization aspect includes not only the static model behaviour but also a capability of the device to address adequately the changes in the conditions.
Another generalization aspect in AI/ML use cases is a capability of the device to address dynamic change of the conditions/parameters.
This generalization aspect includes both performance part but also the core requirement or LCM-related part. Therefore, it is impossible to conclude about such testing based on static environment and configurations, i.e., based on independent testing points. The goal of such tests is to ensure the absence of temporary considerable degradation of performance due to a change in the scenario. One such example of change scenario could be transition from indoor to outdoor propagation conditions. Another example could be a change of the beam code book. Ultimately such a change from one scenario to another should be define on per use-case basis.
RAN4 needs to test generalization capabilities not only in a set of fixed testing points/conditions but also when the conditions are changing from one scenario to another during the test.

UE performance testing framework
The performance of the AI/ML-enabled features has to be verifiable in realistic radio conditions in order to guarantee that a UE-side implementation cannot easily pass the test but perform poorly in the field. To achieve this the minimum performance requirements designed by RAN4 should also be verifiable with a generic, and, as much as possible, use case agnostic test set-up. We note, that there is technical reason why the reference test set-up(s) for AI/ML-enabled features would need to be significantly different from the currently used test set-ups, as long as the test equipment (gNB emulator) implements the minimum required Functionality based LCM procedures as discussed in RAN2 [5].
RAN4 to adopt reference testing diagrams for AI/ML functionalities which are based on the current ‘traditional’ test diagrams, and include only the strictly needed modifications to capture the nature of the AI/ML-enabled features being tested.
Firstly, we note that the minimum performance requirements need to assume that the corresponding LCM procedures have been already tested and operate correctly. Consequently, the Functionality based LCM procedures need be tested first as a part of the core requirements as agreed in RAN4#106-bis and discussed further in [4].
A pre-condition for the minimum performance requirements testing is that the appropriate LCM procedures have been already passed the core requirements tests.
Secondly, the UE 1-sided and UE-part of 2-sided use cases might not require totally different minimum performance test setups if the corresponding model alignment and potential training has been already performed. We further argue that the model alignment procedure and potentially involved model training/validation shall not be part of the performance testing procedures, i.e., they can be referred to initial conditions or test preparation phase.
The UE 1-sided and UE-part of 2-sided use cases might not require totally different minimum performance test setups if the corresponding model alignment and potential training/validation can be performed before the minimum performance is being tested.
Thirdly, we reason that it is necessary to indicate separately DL and UL signal paths, such that the setup is not physically different from the usual test setup(s) and the expected radio conditions/impairments on the DL and UL are clearly controllable. This is valid for both conductive and over-the-air tests.
In the test diagrams for AI/ML functionalities it is necessary to indicate separately DL and UL signal paths, such that the setup is not physically different from the usual test setup(s).
In RAN4#106-bis it has been agreed to study the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML-enabled solutions. We believe that this is an important target of the test requirements to be designed by RAN4 to guarantee that a UE-side implementation cannot easily pass the test but perform poorly in the field. From test setup perspective, the testing diagram for generalization testing purposes can be the same as used for minimum performance requirements, and the differences would only be in the way the radio conditions and configurations (channel emulator and RRC configurations) are handled.
For generalization verification of AI/ML enabled features, RAN4 to  use the same (or very similar) test setup to the minimum performance requirements test setup(s).
Based on the above observations, we propose two (simplified) reference testing diagrams in Figure 2 and Figure 3 for UE 1-sided and UE-part 2-sided part use cases, respectively.
The description of the main terms and blocks in  and  are as follows:
Test Equipment (TE): Equipment used to emulate the gNB and control the channel emulator. It can be also referred as System Simulator (SS).
Test controller: Implements test scenario generator, LCM performance validation steps and ML Functionality configuration generation; controls the channel emulator equipment.
ML Functionality management: Implements Functionality configuration operations, Functionality activation/deactivation/switching/fallback and monitoring operation; controls the ML Functionality control functions in the UE.

Channel emulator: Equipment used to generate the ((conductive or over-the-air) radio channel characteristics (path loss and fading), controlled by the test controller; it is used on the downlink air-interface (PDCCH and PDSCH, LCM related RRC/MAC-CE/DCI signaling).

Device Under Test (DUT)/ UE: The UE being tested.
ML Functionality control: Implements Functionality configuration handling (application) and Functionality activation/deactivation/switching/fallback; operates under control of the ML Functionality management in the TE.
ML inference: Implements the execution of the step required for ML model inference operation.

RAN4 to adopt as reference test diagrams for minimum performance testing of UE 1-sided use cases the setup depicted in Figure 2.

RAN4 to adopt as reference test diagrams for minimum performance testing of UE-part 2-sided use cases the setup depicted in Figure 3.

[image: ]
[bookmark: _Ref142563803][bookmark: _Ref142563798]Figure 2: Simplified reference testing diagram for UE-side ML Functionalities in 1-sided use cases.

[image: ]
[bookmark: _Ref142563818]Figure 3: Simplified reference testing diagram for UE-part ML Functionalities in 2-sided use cases.

On the TR content for RAN4
The outcomes of the study on AI/ML for NR air interface are planned to be reflected in the TR 38.843. In the latest version of the TR (v0.1.0) from 05.2023, the following sections are allocated to RAN4:
	7	Potential specification impact assessment
....
7.4	Interoperability and testability aspects
In this clause, requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements, if applicable, are documented. 
The need and implications for AI/ML processing capabilities definition is considered. 
7.4.1	Common framework 
7.4.2	CSI feedback enhancement 
7.4.3	Beam management 
7.4.4	Positioning accuracy enhancements



In our view, the study in RAN4 is not limited to the Specification impact assessment only. As we also discuss below, in the paper, new approaches need to be introduced to support the testability of AI/ML enabled features, functionalities and models in the 3GPP NR air interface. The analysis of such approaches should not be limited strictly to the specification impacts because in the Study Item phase the companies should have more freedom on exchanging their view about testing, requirements and interoperability even though the direct specification impact will still need to be defined in the Working Item phase. Moreover, the findings of the SI should be generic enough and could serve as a background for the other upcoming release or even generations (6G). Therefore, the current allocation of RAN4 dedicated Clause 7.4 might be confusing and may not reflect the whole scope of the expected contributions.
Clause 7.4 “Interoperability and testability aspect” in TR 38.843 is located under the Section 7 “Potential specification impact assessment” what looks to be misleading, limiting or not fully reflecting the scope of topics analyzed in RAN4 SI.
In our view, a preferred approach would be to have a dedicated Section in the TR devoted fully to RAN4 aspects, i.e., move Clause 7.4 from Section 7 to its own section. Then, already inside this section it can be decided which of the clauses can be devoted to general aspects and which should analyze the specification impacts.
[bookmark: _Hlk142417382]Clause 7.4 in TR 38.843 should be moved out from Section 7 (Potential specification impact assessment) into its own sections devoted to the Interoperability and Testability aspects. Then, it can be decided which of the sub-sections present specification impacts and which focus on more general topics.


[bookmark: _Toc116995848]Conclusion
In this paper we share our views on various impacts that AI/ML enabled features might have on the RAN4 requirements and testing procedures. We also propose optimal reference performance testing diagram for UE-side ML Functionalities in1-sided and 2-sided use cases. Finally, we propose a change in the TR structure to better reflect RAN4 aspects there.
In the paper, the following Observations and Proposals were made:
On Data collection:
1. RAN4 should consider a need for specific requirements on training data collection based on the mechanisms introduced in RAN1 and RAN2.
1. RAN4 should consider a need for specific requirements on monitoring data collection based on the mechanisms introduced in RAN1 and RAN2.

On functionality/model updates:
1. Due to the possible updates of the AIML functionalities and/or models or additions of new models to the AIML functionalities, previously passed conformance test(s) may not guaranty the same lave level of performance for the devices in the real network.
RAN4 needs to consider mechanisms for verification of new/updated AI/ML functionalities and/or models before taking them into use at the device in the field, i.e., at post-deployment phase.
RAN4 needs to define core requirements on monitoring mechanisms for AI/ML functionalities and/or models.

On Overhead and baseline performance:
When derivation of performance indicators/values require an update in the testing mechanism, conditions or requirement value(s), we cannot assume that legacy performance is available (as default).
Legacy performance for an AI/ML-enabled feature/functionality is defined when (1) legacy testing methodology can be applied to the AI/ML-enabled feature/functionality (2) requirements/testing parameters/conditions are defined in the existing TS and can be also used for testing of AI/ML-enabled feature/ functionality (3) the reference value(s) of the requirement is/are defined/present in the existing TS.
RAN4 should consider the overhead (e.g., control signalling, energy consumption, etc.) associated with the use of AI/ML-enabled feature/functionality when formulating pefromance requirements and comparing with legacy performance.

On Generalization:
AI/ML models/functionalities may demonstrate unexpected performance degradation if experienced scenario is different from the scenario(s) used for training of AI/ML models/functionalities. Therefore, generalization aspects of AI/ML use cases introduce new challenges for RAN4 testing.
RAN4 should defined new requirements and tests to guarantee a minimum performance of AI/ML use cases in various radio conditions and network configurations.
Reference/typical scenario can be specified for AI/ML use cases. The performance of AI/ML functionalities/models may variate in the conditions different from the typical/reference. Therefore, certain level of performance variation/degradation can be allowed in the alternative scenarios.
RAN4 needs to define reference scenario as well as other/alternative scenarios with corresponding requirements to evaluate the generalization capabilities of the AI/ML-enabled features/functionalities for each of the (sub) use-cases studied in Release 18.
Another generalization aspect in AI/ML use cases is a capability of the device to address dynamic change of the conditions/parameters.
RAN4 needs to test generalization capabilities not only in a set of fixed testing points/conditions but also when the conditions are changing from one scenario to another during the test.

On UE performance testing framework and diagrams:
RAN4 to adopt reference testing diagrams for AI/ML functionalities which are based on the current ‘traditional’ test diagrams, and include only the strictly needed modifications to capture the nature of the AI/ML-enabled features being tested.
A pre-condition for the minimum performance requirements testing is that the appropriate LCM procedures have been already passed the core requirements tests.
The UE 1-sided and UE-part of 2-sided use cases might not require totally different minimum performance test setups if the corresponding model alignment and potential training/validation can be performed before the minimum performance is being tested.
In the test diagrams for AI/ML functionalities it is necessary to indicate separately DL and UL signal paths, such that the setup is not physically different from the usual test setup(s).
For generalization verification of AI/ML enabled features, RAN4 to  use the same (or very similar) test setup to the minimum performance requirements test setup(s).
RAN4 to adopt as reference test diagrams for minimum performance testing of UE 1-sided use cases the setup depicted in Figure 2.
RAN4 to adopt as reference test diagrams for minimum performance testing of UE-part 2-sided use cases the setup depicted in Figure 3.
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Figure 2: Simplified reference testing diagram for UE-side ML Functionalities in 1-sided use cases.
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Figure 3: Simplified reference testing diagram for UE-part ML Functionalities in 2-sided use cases.

On the TR content for RAN4:
Clause 7.4 “Interoperability and testability aspect” in TR 38.843 is located under the Section 7 “Potential specification impact assessment” what looks to be misleading, limiting or not fully reflecting the scope of topics analyzed in RAN4 SI.
Clause 7.4 in TR 38.843 should be moved out from Section 7 (Potential specification impact assessment) into its own sections devoted to the Interoperability and Testability aspects. Then, it can be decided which of the sub-sections present specification impacts and which focus on more general topics.
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