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[bookmark: _Toc116995841]Introduction
[bookmark: _Hlk134788564]The first discussions on AI/ML for NR air interface held at RAN4#106-bis-e and RAN4#107. The outcomes of the meetings are captured in the WF [1] and [2]. Some of the issues related to interoperability and testability aspects require further discussion, as follows.
· Encoder/decoder design for two-sided models
· Testing of LCM procedures
· UE Processing capability
· Channel Modelling
In this paper, we provide some additional views on the topics listed above.
More detailed analysis of general aspects and use case specific aspects are provided in our accompanying papers [3] and [4], respectively.

[bookmark: _Toc116995842]Discussion
[bookmark: _Hlk142671004]Encoder/decoder design for two-sided models
There is a discussion now ongoing in RAN4 about how two-sided/CSI compression models can be tested. The following options are listed in the WF from RAN4#107 [R4-2310433, R4-2310432]:
	Issue 3-3: Encoder/decoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options not precluded
Companies are invited to bring further input on merits/de-merits/feasibility of Options 1- 4.
Proponents of Option 6 should bring clarifications on how this option would be used to implement RAN4 tests.

Issue 3-4: Design principles/conditions for RAN4 specified decoder/encoder (Options 3 and 4, 6 in Issue 3-3)
· If 2-sided model is to be used in the WI phase, RAN4 should take into account complexity limitations based on e.g., feasibility of TE implementation and complexity levels considered feasible by network vendors/UE vendors for decoder/encoder deployment. 
· RAN4’s choice of test decoder/encoder should aim as much as possible to avoid limiting the implementation choices, including e.g. complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field 
· This principle may not be fully achievable in practice
· Other principles to be further discussed/studied



In this meeting it will be good to discuss the merits and demerits of the various options from Issue 3-3 of WF. First, let’s have a look at on different training collaboration options discussed in RAN1.
In RAN1, there is a discussion on various training collaboration options. The options that are to be studied and concluded as per RAN1 #110 are listed below.
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 



 
The way forward at RAN1 on the training collaboration can have a potential impact on the reference encoder / decoder design at RAN4. 
Proposal 1: RAN4 should align the reference encoder / decoder design with the outcomes of the training collaborations related discussion at RAN1.
 In Table. 1, we provide our analysis/view on different options discussed in RAN4, in WF from RAN4#107 [R4-2310433, R4-2310432]:

Table 1: Summary of TE decoder design options for two-sided models.
	Option
	Advantage
	Disadvantage

	Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
	UE Vendor specific optimizations possible which result in max performance for the UE vendor.
	- If the UE vendors provide the decoder then the testing exercise may be futile and it would be difficult to guarantee that this encoder will work sufficiently well with other decoders.


	Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
	NW vendor specific optimizations are possible which result in most realistic performance evaluation and gains in comparison with a hypothetical decoder.
	- Decoder becomes NW vendor specific. Validation for a given decoder won’t guarantee sufficient performance with other NW vendors’ decoders in the field.
- Encoders from different UE vendors might not work properly with the NW vendor specific decoders without any prior coordination.

	Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
	- Easy to implement the decoder in the TE. 
- Potentially easier to define minimum test requirements due to lower variation in test results.

	- The encoder is fixed, challenging to combine flexibility/potential changes in the decoder and maintainability of the test setup.
- UE encoder used in the test can be optimized for a specific RAN4 decoder, resulting in a different field performance when another UE vendor encoders and real NW vendor decoders are used.
- Not clear which party will be responsible for the training of the RAN4 decoder.

	Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
	- Commonalities in the decoder design can be captured.
- Allows flexibility and modifications in the decoder implementation.
	- Agreeing on common parts that can be specified can be a tedious process spanning lengthy discussions across all the stakeholders.
- It is unclear which party is responsible for the decoder training. 

	Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
	- Development and testing of the reference decoder happen at one place.
- Results in straight forward test setup

	- The meaning of “specified and captured” decoder requires clarification.
- (Re)training of the decoder puts additional load on the compute infrastructure for TE vendor.
- Agreeing on common parts that can be specified can be a tedious process spanning lengthy discussions with all the stakeholders.



Any option that is totally controlled by a single stakeholder will not be optimal when it comes to interoperability of the encoder / decoders and their respective performance aspects. 
Proposal 2: Option 1 and Option 2 should be avoided, and a more open and interoperable approaches should be studied in RAN4.
Any option that requires specification at RAN4 (partially or fully) - options 3, 4, 6 in the above table – will have an overhead of agreeing on what decoder components need to be specified.
Proposal 3: RAN4 should first discuss and conclude on what is the exact definition of the below terminologies in the context of a reference decoder. 
3. Specification of a reference decoder
1. Level of details of the specification
3. Partial Specification of a reference decoder. 
2. Which stakeholder will be responsible of the parts that are outside the specifications.

Though it is easy to implement a decoder at the TE if it is fully specified and captured in RAN4, and it also results in straight forward test setup, maintainability of the specifications at RAN4 for different test conditions can be a challenge. 
Proposal 4: Option 3 which completely depends on RAN4 for decoder specification should be avoided due high maintainability of the specifications.
None of the options that are discussed in the WF with respect to issue 3-3 is readily suitable to be taken forward for various disadvantages that are observed above. Although Option 6, in our opinion, has a smaller number of disadvantages.
Proposal 5: RAN4 should discuss a new option, potentially a more detailed and updated Option 6, that should include possibilities of partial/full specification of the reference decoder as well as different options for training of encoder/decoder pairs as considered in RAN1 discussions. 

Testing of LCM procedures

	Agreement (RAN4#106-bis): 
Core requirements for AI/ML 
· Definition of RAN4 core requirements for the following procedures will be studied based on progress in RAN1/RAN2: 
· Performance monitoring procedure, including performance evaluation and decision making procedure for AI/ML functionalities/models 
· Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update 
· Latency/interruption requirement for above procedures 

          FFS is any other aspects should be studied

Agreement (RAN4#106-bis): 
High level testing framework 
· RAN4 should design the tests such that performance is guaranteed and to avoid that a UE can easily pass the test but perform poorly in the field.  
· This framework is not directly enforceable but should be considered for all the tests to be introduced 
· This also applies to LCM tests, if they are defined. 

Agreement (RAN4#106-bis): 
LCM Related requirements 
· Following LCM related requirements are to be studied: 
· Model/Functionality select/switch/activate/deactivate/fallback 
· Model/Functionality monitoring 
· FFS if requirements for data collection (in particular for training) could/need be defined 
· FFS if requirements for transfer/delivery/update 
· NOTE: RAN4 study should be aligned with the agreements in other working groups. 
· Further study under LCM related tests, if they are defined. 
· how the framework can address the possibility of updates/activation/deactivation/switching to the functionalities/models after the deployment of the devices in the filed 

Agreement (RAN4#107): 
Issue 2-1: Framework for RRC/MAC-CE/DCI based core requirements
· Option 1: Use the legacy framework for RRC/MAC-CE/DCI based core requirements(e.g. define delay requirements based on multiple delay components) 
 
· Use option 1 as the baseline for LCM procedures 
· Discuss the additional core requirement framework if the new procedure is introduced by other WGs and option 1 is not applicable to those new procedures. 




The LCM related procedures have been discussed in previous RAN1 and RAN2 meetings, with some key agreements listed below. 
	Agreement from RAN1#110bis-e
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms: 
· Decision by the network  
· Network-initiated 
· UE-initiated, requested to the network 
· Decision by the UE 
· Event-triggered as configured by the network, UE’s decision is reported to network 
· UE-autonomous, UE’s decision is reported to the network 
· UE-autonomous, UE’s decision is not reported to the network 
FFS: for network sided models 
FFS: other mechanisms 

Agreement from RAN1 #112bis-e
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.

For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model  may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· 	FFS: relationship between functionality-based LCM and model-ID-based LCM
		
Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.


Agreement from RAN1 #113
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.




In the RAN1 and RAN2 discussions, the LCM framework is being addressed. For example in the RAN1 and RAN2 contributions [5][6][7][8] there are proposals indicating the steps to be considered in the LCM procedures and functions, along with the network entities to which certain functions are to be mapped.
We believe it is important that RAN4 reuses from RAN1 and RAN2 the general view on the model-ID and functionality-based LCM procedures. Furthermore, when designing the RAN4 test requirements for the LCM procedures, it is beneficial for the overall testing setup to follow the reference test diagrams proposed for performance testing [3]. 
First, we note that according to RAN1 and RAN2 proposals, at least for UE-side models and UE-part of two-sided models, functionalities associated with a ML-enabled feature/FG are always monitored by the network. Therefore, the functionality-based LCM procedures, which can allow network to keep control over the ML-enabled feature/FG/Functionalities [8], without engaging in directly managing ML models used in each functionality, can be the primary target for RAN4 core requirements.
The particularities of the 1-sided and 2-sided use cases studied in Release 18, warrant their separate treatment also when it comes to the testing of the corresponding LCM procedures.
Based on the RAN1 #113 agreement, the Functionality-based LCM and model ID -based LCM may use the same or similar procedures for activation, deactivation, switching, fallback, and monitoring. ML Functionality management, including the LCM procedures, reside in the network (gNB/LMF), for both network-side and UE-side solutions. 
Proposal 6: RAN4 to start the discussion on testing of LCM procedures based on the LCM related agreements in RAN1 and RAN2.
We believe it is reasonable to start the RAN4 LCM procedure testing discussions based on the Functionality-based LCM agreements from RAN1 and RAN2.
As first step, it is important that new requirements for the Functionality-based LCM procedures are appropriately categorized as core or performance requirements in RAN4. Analyzing the technical solutions currently discussed for LCM procedures (activation, deactivation, switching, fallback, and monitoring) in RAN1 and RAN2, it seems reasonable to treat the test requirements of Functionality-based LCM procedures as core requirements. This approach would also allow RAN4 to define the AI/ML performance requirements as complementary to the functionality-based LCM testing requirements.
Proposal 7: RAN4 to treat the test requirements for functionality-based LCM procedures as core requirements.
Following the discussion above, we propose a (simplified) reference test diagram for Functionality-based LCM procedures for UE 1-sided use cases as depicted in Figure 1. We propose this setup to be aligned with the high-level testing framework and diagrams, as agreed in RAN4#106-bis, and updates proposed in [3]. The aim is to be able to test the mechanisms for Functionality activation, deactivation, switching, fallback, and monitoring [8], including latency/interruption requirements, in a use case agnostic manner. This also allows the adoption of the legacy framework for RRC/MAC-CE/DCI based core requirements [3].
The description of the main terms and blocks in Figure 1 are as follows:
Test Equipment (TE): Equipment used to emulate the gNB and control the channel emulator.
Test controller: Implements test scenario generator, LCM performance validation steps and ML Functionality configuration generation; controls the channel emulator equipment.
ML Functionality management: Implements Functionality configuration operations, Functionality activation/deactivation/switching/fallback and monitoring operation; controls the ML Functionality control functions in the UE.
Data collection &processing: Implements the monitoring data and UE feedback reports collection and post-processing (when needed).

Channel emulator: Equipment used to generate the ((conductive or over-the-air) radio channel characteristics (path loss and fading), controlled by the test controller; it is used on the downlink air-interface (PDCCH and PDSCH, LCM related RRC/MAC-CE/DCI signaling).

Device Under Test (DUT)/ UE: The UE being tested.
[bookmark: _Hlk142403058]ML Functionality control: Implements Functionality configuration handling (application) and Functionality activation/deactivation/switching/fallback; operates under control of the ML Functionality management in the TE.
Data collection & processing: Implements the monitoring data and UE feedback reports generation and pre-processing (when needed).
ML inference: Implements the execution of the step required for ML model inference operation.

Proposal 8: RAN4 to adopt as reference test diagram for Functionality-based LCM procedures for UE 1-sided use cases the setup depicted in Figure 1.
[image: ]
[bookmark: _Ref142054774]Figure 1 – Simplified reference testing diagram for Functionality based LCM procedures for UE 1-sided use cases.

UE Processing capability
The processing capability of devices plays a crucial role in determining their ability to enable and perform ML tasks. To ensure the device’s (UE’s) ability to perform (near) real-time inference and other on-device decision-making processes, its processing capabilities should be identified and indicated. Specifically, when the UE is expected to handle several ML-enabled features simultaneously, a signalling framework should be provisioned for corroborating the device’s ability to steadily maintain the expected ML performance.
It is also noteworthy to mention the following relevant agreement in the 3GPP RAN1 in the context of the study item on AI/ML for NR air interface:
RAN1#113 Agreement: Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature. Note: it does not preclude any existing solutions.
Furthermore, one of the items of Rel-18 SI on AI/ML in air interface states the following RAN4 objective [RP-213599] to “Consider the need and implications for AI/ML processing capabilities definition” [9].
Also, application of AI/ML methods can be viewed as an addition to the legacy approaches on the NR air interface. Therefore, RAN4 testing framework should be extended to include similar requirements, which focus on the UE’s computation and processing time capabilities. An example of such specification can be found in RAN1 3GPP TS 38.214 Release 17, in which details on, for instance, the CSI processing criteria and UE CSI computation time are introduced.
Proposal 9: [bookmark: _Toc135076757]RAN4 to discuss the ways of identification and potential impacts of limited device processing resources or capabilities on performance of AI/ML-enabled functionalities. 
The ML runtime environment in the UE is assumed to comprise of a set of computing resources which are ML specific, and each high-level use case/feature supports one or more functionalities, where each functionality requires a specific configuration to be provided to the UE under test. Hence, corresponding to each functionality that is supported for the given use case there is a configuration and a corresponding set of KPIs that are centric to this given use case. 
In the current RAN4 testing setup, although multiple features might be simultaneously active on the device, only one feature at a time is tested to ensure its compliance with the requirements. In other words, all features would be tested individually, but testing concurrent features is not explicitly within the current scope of the test requirements.
Proposal 10: RAN4 should assess the mutual impact of ML functionalities that are supported by the UE for a given use case (e.g., beam prediction in time/spatial domain) on other ML functionalities that are supported by the same UE for another use cases (e.g., CSI compression, CSI prediction, positioning, etc.), specifically when several features/functionalities are expected to be simultaneously active in the UE. 
Furthermore, when several ML-enabled features share the same available pool of ML compute resources, any compute overload for one of them could cause degradation of the performance at others. To mitigate this, the vendor of the HW/SW platform running these ML-enabled features might have implemented a specialized ML resource manager/scheduler and LCM procedures. 
When the air-interface and communication solutions are enabled by ML algorithms, it is desirable that both entities involved in the communication link are at least partially aware of the potential compute bottlenecks at the other node, to mutually optimize the relevant functionalities.
Proposal 11: In case of development of new set of processing capability signalling exchanged between air-interface nodes (e.g., support mechanisms for UE to report to the network conditions of its ML-related resources, such as memory, battery, and other hardware-related parameters), RAN4 should assess the testability aspects and test requirements to verify UE processing capabilities for given/specified performance indicators.

Channel Modelling
Currently the requirements are based on the TDL channel modelling. The models used are TDLA30, TDLB100 and TDLC300. The TDL models are not the most appropriate for channel reporting because the special correlation aspect is not fully considered. Another aspect is time evolution of the channel model.
A special channel model is needed instead of just TDL models that are used. More advanced models can be considered for the test such as CDL. Another aspect is time evolution of the channel model. 
Proposal 12: [bookmark: _Toc131156187]RAN4 to study whether TDL models are sufficient for the performance evaluation of AI/ML Enabled CSI feedback use-cases.
[bookmark: _Toc116995848]Conclusion
[bookmark: _Toc116995849]In this paper we share our views on potential RAN4 impacts from issues related to interoperability and testability aspects. Specifically, we cover following aspects for selected use cases:
· Encoder/decoder design for two-sided models
· Testing of LCM procedures
· UE Processing capability
· Channel Modelling
In the paper, the following Observations and Proposals were made:
1. The way forward at RAN1 on the training collaboration can have a potential impact on the reference encoder / decoder design at RAN4. 
1. RAN4 should align the reference encoder / decoder design with the outcomes of the training collaborations related discussion at RAN1.
Any option that is totally controlled by a single stakeholder will not be optimal when it comes to interoperability of the encoder / decoders and their respective performance aspects. 
Proposal 14: Option 1 and Option 2 should be avoided, and a more open and interoperable approaches should be studied in RAN4.
Any option that requires specification at RAN4 (partially or fully) - options 3, 4, 6 in the above table – will have an overhead of agreeing on what decoder components need to be specified.
Proposal 15: RAN4 should first discuss and conclude on what is the exact definition of the below terminologies in the context of a reference decoder. 
15. Specification of a reference decoder
1. Level of details of the specification
15. Partial Specification of a reference decoder. 
2. Which stakeholder will be responsible of the parts that are outside the specifications.
Though it is easy to implement a decoder at the TE if it is fully specified and captured in RAN4, and it also results in straight forward test setup, maintainability of the specifications at RAN4 for different test conditions can be a challenge. 
Proposal 16: Option 3 which completely depends on RAN4 for decoder specification should be avoided due high maintainability of the specifications.
None of the options that are discussed in the WF with respect to issue 3-3 is readily suitable to be taken forward for various disadvantages that are observed above. Although Option 6, in our opinion, has a smaller number of disadvantages.
Proposal 17: RAN4 should discuss a new option, potentially a more detailed and updated Option 6, that should include possibilities of partial/full specification of the reference decoder as well as different options for training of encoder/decoder pairs as considered in RAN1 discussions. 
The particularities of the 1-sided and 2-sided use cases studied in Release 18, warrant their separate treatment also when it comes to the testing of the corresponding LCM procedures.
Proposal 18: RAN4 to start the discussion on testing of LCM procedures based on the LCM related agreements in RAN1 and RAN2.
Proposal 19: RAN4 to treat the test requirements for functionality-based LCM procedures as core requirements.
Proposal 20: RAN4 to adopt as reference test diagram for Functionality-based LCM procedures for UE 1-sided use cases the setup depicted in Figure 1.
Proposal 21: RAN4 to discuss the ways of identification and potential impacts of limited device processing resources or capabilities on performance of AI/ML-enabled functionalities. 
In the current RAN4 testing setup, although multiple features might be simultaneously active on the device, only one feature at a time is tested to ensure its compliance with the requirements. In other words, all features would be tested individually, but testing concurrent features is not explicitly within the current scope of the test requirements.
Proposal 22: RAN4 should assess the mutual impact of ML functionalities that are supported by the UE for a given use case (e.g., beam prediction in time/spatial domain) on other ML functionalities that are supported by the same UE for another use cases (e.g., CSI compression, CSI prediction, positioning, etc.), specifically when several features/functionalities are expected to be simultaneously active in the UE. 
When the air-interface and communication solutions are enabled by ML algorithms, it is desirable that both entities involved in the communication link are at least partially aware of the potential compute bottlenecks at the other node, to mutually optimize the relevant functionalities.
Proposal 23: In case of development of new set of processing capability signalling exchanged between air-interface nodes (e.g., support mechanisms for UE to report to the network conditions of its ML-related resources, such as memory, battery, and other hardware-related parameters), RAN4 should assess the testability aspects and test requirements to verify UE processing capabilities for given/specified performance indicators.
A special channel model is needed instead of just TDL models that are used. More advanced models can be considered for the test such as CDL. Another aspect is time evolution of the channel model. 
Proposal 24: RAN4 to study whether TDL models are sufficient for the performance evaluation of AI/ML Enabled CSI feedback use-cases.
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