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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
At RAN4 #106bis-e [1], a new WF on AI/ML RAN4 studies has been achieved. 
At RAN4 #107[1], some potential test metrics related to interoperability and testability are studied. 
In this paper, we continue discussing the remaining issues.

2. Discussion
2.1 Reference block diagrams for testing
	RAN4 #106bis-e agreement:
Reference block diagrams for 1-sided model and 2-sided model are to be further studied, 
· Logical block diagrams in R4-2305051 can be used as reference
· AI/ML model control in TE may not be applicable in specific use cases
· Further study, whether test dataset should be defined for each test
· DUT can be either UE or gNB
· “TE” may mean test equipment as used in conformance testing today, but if RAN4 requirements are used as part of model monitoring it may be more generic to refer to the testing methodology.
Companies are invited to bring further analysis on logical block diagrams for testing to improve the understanding of different test modules/functionalities to be discussed and defined by RAN4.

RAN4 #107 agreement:
Issue 3-1/3-2: Reference block diagram for 1-sided model and 2-sided model
Companies are invited to provide further analysis/clarifications on the logical models to be considered for the RAN4 AI/ML testing framework after RAN1/2 reach agreement on diagram for AI/ML framework. Block diagrams for UE-side testing in R4-2309317 can be taken as reference. FFS whether and how the reference block diagram can be provided for gNB-side testing. 


Generally, there are two ways to interpret the test dataset depending on RAN4 testing goal. 
· Option 1: Test dataset is similar to RAN4 legacy which is interpreted by channel conditions. 
· Option 2: Test dataset is interpreted by [nominal] model inputs along with desired [nominal] model outputs.
The test dataset definition depends on the testing goal. For example, if the testing goal is to verify whether a specific AI/ML model can be conducted in a proper way instead to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration, then Option 2 is more applicable. In this case, the task of UE is to conduct AI/ML model as indicated by NW in a proper way, the guarantee of performance gain delivered by AI/ML model is not UE’s responsibility. In this regard, the performance requirements can be defined, for example, by considering the differences between model outputs derived by UE and the desired model outputs.
Proposal 1: RAN4 studies the following two options for test dataset definitions.  
· Option 1: Test dataset is the same as RAN4 legacy testing scenarios interpreted by channel conditions. 
· Option 2: Test dataset is interpreted by [nominal] model inputs along with desired [nominal] model outputs.
2.2 2-sided framework
	RAN4 #107 agreement:
Issue 3-3: Encoder/decoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options not precluded
Companies are invited to bring further input on merits/de-merits/feasibility of Options 1- 4.
Proponents of Option 6 should bring clarifications on how this option would be used to implement RAN4 tests.

Issue 3-4: Design principles/conditions for RAN4 specified decoder/encoder (Options 3 and 4, 6 in Issue 3-3)
· If 2-sided model is to be used in the WI phase, RAN4 should take into account complexity limitations based on e.g., feasibility of TE implementation and complexity levels considered feasible by network vendors/UE vendors for decoder/encoder deployment. 
· RAN4’s choice of test decoder/encoder should aim as much as possible to avoid limiting the implementation choices, including e.g. complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field 
- This principle may not be fully achievable in practice
· Other principles to be further discussed/studied


[bookmark: _Toc100742785]2.2.1 Reference encoder/decoder for testing encoder/decoder 
At the current state, it is too earlier to make decisions to specify a reference encoder/decoder given that encoder/decoder is going to be tested, without achieving any consensus on RAN4 testing goal/methodology and without any evaluations. 
We recommend RAN4 to identify the testing goal firstly, since many aspects, including testing metrics, testing procedures, testing conditions, etc., all depend on what the testing goal is. 
The discussion on the RAN4 AI/ML testing goal is provided in our companion contribution [2], two alternatives proposed in which are pasted here for the convenience of discussion. 
	Proposal 2 in our companion contribution [3]: RAN4 AI/ML testing goal is identified from the following options.
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test.


[bookmark: _Hlk134736183]It is widely known that the UEs/chipsets have various capabilities of supporting model structures and of supporting model parameters update for a specific model structure. These UE capabilities are coupled with chipset specific software and hardware implementation. Even for the same chipset version, the current status of UE, such as the battery level, also has an impact on the UE capability in terms of model structure supporting. Therefore, if a baseline reference model structure is to be specified, it should be acceptable by most all the chipset versions in most all status (e.g., battery level), similar to the legacy MMSE receiver. Note it is impossible to achieve criteria to specify which kind of model structure is ‘baseline’ enough. 
Observation 1: If we go with the testing goal of option 1 proposed in our companion paper [2]:
If a baseline reference model structure is to be specified, it should be acceptable by most all the chipset versions in most all status (e.g., battery level), similar to the legacy MMSE receiver. Note it is impossible to achieve criteria to specify which kind of model structure is ‘baseline’ enough. Whether/how to define baseline model parameters also needs further study, considering that the capability of supporting model parameters provided by the other side is also chipset version specific.
Observation 2: If we go with the testing goal of option 2 proposed in our companion paper [2]:
· Firstly, there is no need to define any reference for the encoder/decoder 	given that the encoder/decoder performance is to be tested, if the performance gain compared to legacy can reasonably well converges among companies. 
· Otherwise, if the performance gain diverges a lot, then a reference encoder/decoder may be needed to specify. In this case, a baseline model structure can be firstly discussed. 
Proposal 2: There is no need to define any reference for the encoder/decoder 	given that the encoder/decoder performance is to be tested, if the performance gain compared to legacy can reasonably well converge among companies. Otherwise, if the performance gain diverges a lot, then a reference encoder/decoder may be needed to specify. 
· If a baseline reference model structure is to be specified, the criteria on which kind of model structure is ‘baseline’ enough should be firstly identified. 
· At least, the baseline model structure to be specified should be acceptable by all chipset versions under all status (e.g., battery level), similar to the legacy MMSE receiver.
· FFS whether/how to define baseline model parameters. 
2.2.2 Reference decoder at TE for testing UE encoder
· If the testing goal is that of option 1 in section 2.2.1, i.e., to verify whether a specific AI/ML model can be conducted in a proper way, then there is no need to specify a reference decoder. In this case, the performance requirements can be defined by considering that whether the model outputs derived at UE satisfy a pre-defined criteria, for example, the SCGS between the real model outputs and the desired model outputs in AI/ML CSI feedback enhancement. 
· If the testing goal is that of option 2 in section 2.2.1, i.e., to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration, then a reference decoder may be needed for TE. Take the AI/ML CSI feedback enhancement for example, the AI/ML functionalities can only work well when the CSI compression model at UE matches well with the CSI decompression model at gNB. Therefore, the decoder employed by TE has a significant impact on testing results of UE encoder. In the following, we discuss the pros and cons of the options listed in the WF.
· Option 1: If TE has the capability to support various decoders provided by UEs, this option can avoid the effect of mismatch between the paired models. However, how the decoder is provided to TE is not clear, since there is no agreement in RAN1/2 on uplink model transfer via 3GPP signaling over the air interface. If the model is delivered offline, how to ensure test equality should be identified in RAN4. Moreover, how to ensure that the decoder provided by UE is properly conducted by TE needs further study. 
· Option 2: In this option, the TE should has the capability to support various decoders provided by NW-side vendors. If the decoder is provided by gNB via 3GPP air interface signaling, then it is jointly testing UE and gNB, which is different from RAN4 legacy. If the decoder is provided offline, similar issues, such as test equality, are seen as that in option 1.
· Option 3: If the decoders are fully specified in RAN4 spec, the test repeatability can be guaranteed. Also, the effect of TE implementation on testing is avoided. However, it is challenging to specify a decoder which matches well with almost all UEs. One possible way is to firstly define UE-side baseline encoder with a specified model structure, the model structure of decoder at TE is then accordingly specified. It is observed that model parameters may be separately defined for different testing conditions. A lot of spec working efforts are expected.
· Option 4: Compared to option 3, the workload is slightly lighter. To be specific, for all testing conditions in a specific use case, RAN4 may only need to reach consensus on model structure at TE, while model parameters are left for TE implementation. However, if the decoders are not fully specified in RAN4 spec, the effect of different TE implementation on testing cannot be avoided. Similar issues, such as test equality, are seen as that in options 1 and 2.
· Option 6: Who is the test environment vendor needs justification. In addition, if the training procedure is not involved in RAN4 test, how to ensure that the encoder and decoder are jointly trained is quiet confusing. 
Proposal 3: For reference decoder for test implementation for 2-sided models in the UE performance tests:
· For options 1, 2 and 4, firstly study how to ensure test equality, e.g., whether/how to verify that the reference decoders are properly conducted by TE. 
· For option 3, if reference encoder at UE is specified in RAN4 for calibration or for minimum performance requirements definition, then specify the reference decoder conducted by TE in a similar way.
· Deprioritize option 6.
2.2.3 Reference Encoder at TE for testing gNB decoder 
The discussions on pros and cons for different options for reference encoder are similar to that of reference decoder in 2.2.2.  The proposal is directly provided as follows. 
Proposal 4: For reference encoder for test implementation for 2-sided models in the gNB performance tests:
· For options 1, 2 and 4, firstly study how to ensure test equality, e.g., whether/how to verify that the reference encoders are properly conducted by TE. 
· For option 3, if reference decoder at gNB is specified in RAN4 for calibration or for minimum performance requirements definition, then specify the reference encoder conducted by TE in a similar way.
· Deprioritize option 6.
2.3.6 Interoperability aspects
The interoperability should be considered if the model outputs have an impact on the other side, or the other side is involved in model management. For example, for direct AI/ML positioning using UE-side model, there is no interoperability involved. For another example, in AI/ML CSI feedback enhancement, the core requirements of latency/interruption due to model switching at UE as indicated by NW may be needed. 
Proposal 5: The interoperability is verified via core requirements and performance requirements.

3. Conclusions
Proposal 1: RAN4 studies the following two options for test dataset definitions.  
· Option 1: Test dataset is the same as RAN4 legacy testing scenarios interpreted by channel conditions. 
· Option 2: Test dataset is interpreted by [nominal] model inputs along with desired [nominal] model outputs.
Observation 1: If we go with the testing goal of option 1 proposed in our companion paper [2]:
If a baseline reference model structure is to be specified, it should be acceptable by most all the chipset versions in most all status (e.g., battery level), similar to the legacy MMSE receiver. Note it is impossible to achieve criteria to specify which kind of model structure is ‘baseline’ enough. Whether/how to define baseline model parameters also needs further study, considering that the capability of supporting model parameters provided by the other side is also chipset version specific.
Observation 2: If we go with the testing goal of option 2 proposed in our companion paper [2]:
· Firstly, there is no need to define any reference for the encoder/decoder 	given that the encoder/decoder performance is to be tested, if the performance gain compared to legacy can reasonably well converges among companies. 
· Otherwise, if the performance gain diverges a lot, then a reference encoder/decoder may be needed to specify. In this case, a baseline model structure can be firstly discussed. 
Proposal 2: There is no need to define any reference for the encoder/decoder 	given that the encoder/decoder performance is to be tested, if the performance gain compared to legacy can reasonably well converge among companies. Otherwise, if the performance gain diverges a lot, then a reference encoder/decoder may be needed to specify. 
· If a baseline reference model structure is to be specified, the criteria on which kind of model structure is ‘baseline’ enough should be firstly identified. 
· At least, the baseline model structure to be specified should be acceptable by all chipset versions under all status (e.g., battery level), similar to the legacy MMSE receiver.
· FFS whether/how to define baseline model parameters. 
Proposal 3: For reference decoder for test implementation for 2-sided models in the UE performance tests:
· For options 1, 2 and 4, firstly study how to ensure test equality, e.g., whether/how to verify that the reference decoders are properly conducted by TE. 
· For option 3, if reference encoder at UE is specified in RAN4 for calibration or for minimum performance requirements definition, then specify the reference decoder conducted by TE in a similar way.
· Deprioritize option 6.
Proposal 4: For reference encoder for test implementation for 2-sided models in the gNB performance tests:
· For options 1, 2 and 4, firstly study how to ensure test equality, e.g., whether/how to verify that the reference encoders are properly conducted by TE. 
· For option 3, if reference decoder at gNB is specified in RAN4 for calibration or for minimum performance requirements definition, then specify the reference encoder conducted by TE in a similar way.
· Deprioritize option 6.
Proposal 5: The interoperability is verified via core requirements and performance requirements.
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