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Introduction
The discussion on the AI/ML study is organized under a single thread [140] in RAN4#108. The ad-hoc meeting will discussed some of the topics from the moderator summary in [1].
Discussion
Encoder/decoder terminology 
Issue 1-9: Encoder/decoder terminology for two sided model 
· Proposals
· Option 1: Following definition for reference encoder/decoder for UE/gNB
· A physical AI/ML model for RAN4 calibration purpose only or for RAN4 AI/ML minimum performance requirements definition only
· Option 2: Only use test encoder/decoder, no need for reference encoder/decoder
· Option 3: others, please provide alternative proposals
· Recommended WF
Option 2
[bookmark: _Hlk143782513]Discussion:
Agreement:
Only use test encoder/decoder, no need for reference encoder/decoder
Test encoder/decoder is the model used in the TE to perform the tests. A different model could be used for the reference when defining the RAN4 requirements(similar to reference receivers that are used in demod discussions)
TR Update
Issue 1-10: TR Update comments
· Proposals
· Option 1: TR update proposed in R4-2312642 by CAICT
· Option 2: Proposal 14: Clause 7.4 in TR 38.843 should be moved out from Section 7 (Potential specification impact assessment) into its own sections devoted to the Interoperability and Testability aspects. Then, it can be decided which of the sub-sections present specification impacts and which focus on more general topics.
· Recommended WF
Please provide comments on the TP 
Discussion:
Companies 

Nokia: clause 7.4 is not enough for all the RAN4 discussion, we should have a separate higher level clause
Ericsson: agree with Nokia. We shouldn’t have a structure that constraints what can be studied/included in the TR
CAICt: we understand the concern. We can have some high level agreements for section 4 (common framework). Agreements so far can be put in Section 7.4. We prefer to capture some of the agreements we had so far for version 0.1.0 to be submitted to plenary
Apple: do we have to agree the TP now and the structure? Some of the RAN4 discussions could go into some of the existing sections.
Ericsson: we shouldn’t discuss too much what to put in the TR.

Agreements:
Comments to provide comments on the TP proposed by CAICT by the next meeting
Further discuss the TR structure based on RAN4 progress


Terminology updated
Issue 1-11: Terminology update 
· Proposals
· Option 1: Terminology update provided in R4-2312741, main changes are in the table below:
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature


· Addition
	Test encoder/decoder for TE
	AI/ML model for UE encoder/gNB decoder implemented by TE.


Corresponding TP in R4-2312742
· Option 2: Corrections needed, other proposals
· Recommended WF
Approve/Endorse TP in R4-2312742
Discussion:
Oppo: we already have the definition in RAN1. We might have different definitions. Why is this needed?
Ericsson: we wanted to make sure we follow the same definition
Nokia: with model we should also add functionality like model/functionality
Apple: this is updating the terminology we have in RAN4 based on the agreements in other WGs?
Qualcomm: we have a big table already, we shouldn’t be doing this everytime there is an update inRAN1. We should just have a generic agreement that we follow the RAN1 terminology, we should only discuss specific issues to RAN4.
Vivo: RAN1 has already made agreement on this change
Oppo: RAN1 made this change already
Agreement:
Follow RAN1 terminology
Proposed changes in R4-2312741 are endorsed


Tests for model updates (post-deployment)/drift validation
Issue 1-7: Tests post-deployment
· Proposals
· Option 1: RAN4 should study a framework to enable post deployment tests for model updates and/or drift validation(and possible other use cases)
· Option 2: RAN4 does not need to study such framework
· Option 3: others, please provide some proposals
· Recommended WF
To be discussed
Discussion:
Ericsson: is this different compared with monitoring? What is the connection with possible monitoring procedures? Is this some sort of conformance?
Vivo: this is a valid case to study. Would this test be done by the gNB?
Oppo: this is not really an issue. We already have OTA updates, this is following the current test cases. 
Apple: We are wondering how this is different from what we have now. We now test before deployment, no post deployment tests. We have OTA updates as Oppo said. Performance monitoring should take care of this
Nokia: idea here is how to handle updates that would change the behavior of the UE. This could be used to test new models after deployment.
Qualcomm: there are some open questions on this, different companies have different interpretations. Proponents can bring more inputs on this if they want, we should discuss more concrete issues and not just raise open questions. What is the intention? Studies are not precluded since this is contribution based
Oppo:if we go to model updates, this is related to training. We already agreed not to study training
Keysight: AI/ML is different than the testing models we had so far, performance can change over time. Main difference is that once we have define a certain performance level, network will have certain expectation. If the performance degrades, we need to do something.
Chair: why would the performance degrade?
Keysight: an update could degrade the performance. 
Ericsson: the risk is that with AI updates we would be changing more than what is done today in terms of UE algorithms. For OTA updates, are these tested before the UEs are updated
Huawei: we do not have any evidence about any changes that would lead to performance degradation. This would be more an issue of robustness. If tests are general enough, this should ensure performance is good.
Apple: is there a definition of “post deployment”? Ues could be switching models, are we talking about changes in UE behavior, for example changing models in different ways?
Nokia: once the UE is deployed, the UE could be using more models than in performance testing. Another issue is the update of models.
Huawei: what is the difference between AI/ML models and existing algorithms to meet current requirements. UEs could already used some enhanced algorithms. 


LCM 
Issue 1-5:  Requirements for LCM 
· Proposals
· Option 1: Wait for progress in other working groups before further discussing any LCM related topics
· Option 2: Study 
· multi-sample involved performance evaluation
· multi-user involved performance evaluation
· Option 3: Study requirements definition for dynamically changing scenarios
· Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
· Option 4: No need to study anything else
· Option 5: others (combination of above also possible or other metrics), please provide concrete proposals
· Recommended WF
To be discussed
Discussion:
Ericsson: bullets in Option 3 do not apply only to dynamic scenarios. We do not really understand what Option 2 means.
ZTE: we have several questions for Option 2. what is multi-sample? What is the criteria for multi-user
Oppo: for option 2: for example, for a cell level deployment it would be only a few users. Multi-user is a new challenging/topic. For multi-sample, we cannot rely only on a single or few samples to make decisions.
Chair:
Wait for agreements from other WGs to have a concrete RAN4 discussion 


Overhead considerations
Issue 1-8: Overhead considerations/handling 
· Proposals
· Option 1: Overhead should be considered when formulating performance requirements and comparing with legacy performance
· Option 2: Overhead is introduced through the procedures defined by other groups, RAN4 does not need to consider overhead
· Option 3: Overhead should only be considered if it is one of the KPIs of the feature
· Option 4: others, please provide some proposals
· Recommended WF
To be discussed
Discussion:
Qualcomm: overhead is based on the procedure so we cannot have a general agreement as how this could be used. We should just have an agreement that overhead can be considered when defining a test or requirement
Vivo: what exactly is this overhead? Is this related to the use case? 
Nokia: this is part of the online discussion, it could be part of the side condition
Keysight: we were proposing Option 3. Our view is that we might have cases where we consider the main KPI we would not see the gain but there could be overhead gain. We could have the same level of performance just to check that  it works with less overhead.
Oppo: we share similar view. It could be part of the side condition. Performance improvement would need to be justified by other groups. We can tradeoff overhead for performance. This is just another evaluation metric
Apple: for us the overhead should be studied first. If we consider the overhead and there is no gain, it should not go into WI. For us this is business as usual.
Viavi: we agree with Keysight. We can check how overhead and different throughput tests changes the test  complexity.
Samsung: we share similar view with Keysight. We can consider overhead if it is a KPI for that feature
Huawei: is this about the test overhead or feedback overhead. If the feedback is less bits will the gNB have an UL benefit.
Apple: this is more of a moving target. We should come back to this when RAN1 design is clear. 
Vivo: this could also be related to complexity. Overhead could be a side condition.
Ericsson: RAN1 KPIs would not be the same as RAN4 metrics. We would need to see some concrete use cases, this could be more of a side condition
Oppo: there could be different levels of overhead.



Model delivery/update/transfer requirements
Some documents are discussing whether there is a need to develop requirements for model deliver/update/transfer
Issue 2-4: Model delivery/update/transfer requirements
· Proposals
· Option 1: RAN4 should study how to develop requirements for these procedures
· Option 2: RAN4 should not study these procedures
· This can be revisited if decisions in other groups would require RAN4 to develop requirements
· Recommended WF
· Option 2
Discussion:



Beam prediction requirements for network side
Issue 2-7: Requirements for network side
· Proposals
· Option 1: RAN4 should study a framework for beam prediction requirements on the network side
· Option 2: RAN4 should not study any requirements for beam prediction on the network side as there are no RRM requirements for the network
· Recommended WF
· Option 2
Discussion:
Apple: if we look at the RAN1 TR there is a possibility that network will put some feedback on the UE side, we cannot preclude to have latency requirements. If UE is relying on network feedback, this would be unpredictable without any delay requirements
Intel: we do not think we need such an agreement now. Option 2 is about a specific use case. It’s too early to decide we would not do anything.
Qualcomm: Option 2 makes sense for the legacy framework. We are not against studying requirements on the network side, it would be good to see a concrete proposal on a framework for this. Otherwise we should not spend time on this.
CATT: how would this work. This would be by training on the network side, why do we need such a requirement?

Reference block diagram for 1-sided model
A reference block diagram was discussed in previous meetings, following is the latest iteration being proposed
Issue 3-3: Reference block diagram for 1-sided model
· Proposals
· Option 1: Fig.1 from R4-2313085 and R4-2313535
[image: A diagram of a process
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· Recommended WF
· To be discussed 
Please provide comments on any changes/clarifications that should be made
Discussion:
Ericsson: what are we using it for? Model control is outside the DUT. What is the use? Model control may not be in the DUT.
Nokia: we think this is a good reference. We had also a proposal. It would be difficult to agree now but we can improve it.
Huawei: we are confused by the intention for this. It is risky to have such a diagram at the moment. We have already many agreements, do we capture everything in this diagram? Is this only for RAN4 use or also used by other groups? We can draw the diagram at the end of the study.
Intel:same concern with Huawei. We are not sure about the integrity of this blocks and which part resides where.
Qualcomm: model functionality monitoring. Input is only inference output, how can we monitor without any ground truth knowledge. If we just have a LCM block, how can we do actual monitoring without more input? Data collection is missing from this diagram
Vivo: we also provided a similar one. We can work together to improve this. There could be missing parts.
Huawei: I am confused which entity would do the data collection. We would not need additional block for it.
Nokia: in our tdoc we had 3 diagram, we had a separate one for LCM testing. Performance testing would be different.
Keysight: the data collection was not considered, the training is offline training. It would not be used in the test.
Samsung: this figure has been discussed for a few meetings. We can still improve it and discuss with other companies.


Reference block diagram for 2-sided model
Open issues and candidate options before meeting:
Issue 3-4: Reference block diagram for 2-sided model
· Proposals
· Option 1: Fig.2 from R4-2313085 (small difference compared to R4-2313535 on arrows of model inference(decoder) )
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· Recommended WF
· To be discussed 
Please provide comments on any changes/clarifications that should be made
Discussion:




LS on performance degradation
One company proposed to send an LS to RAN1 to ask about performance degradation under certain scenarios
Issue 3-7: Performance degradation
· Proposals
· Option 1: RAN4 should send an LS to RAN1 to ask about how graceful the degradation of an AI model is when scenarios are changing
· Option 2: there is no need for such an LS now, can be discussed in the future
· Recommended WF
· To be discussed 

Discussion:



Testing goals 
Issue 1-6: RAN4 Testing goals 
· Proposals
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test
· Option 4: others, please provide some concrete proposals
· Recommended WF
Option 3
Discussion:




Intermediate KPIs for CSI requirements or LCM
Some companies are proposing the use of intermediated KPIs(SGCS, NMSE, etc) for requirements/tests or LCM. R4-2311355 points out that such metrics are not easily available and it is not clear how these can be compared with the ground truth
Issue 2-5: Feasbility Intermediate KPIs for CSI requirements or LCM
· Proposals
· Option 1: Intermediated KPIs(SGCS, NMSE, etc) can be used as metrics
· Companies proposing this should provide more detail how such metrics can be accessed and how to set a requirement on them or compare them to the ground truth
· How can the ground truth be established in a testing environment
· Option 2: it is not feasible to use such metrics in real testing, these should be dropped
· Option 3: other proposals
· Recommended WF
· To be discussed
Discussion:


Accuracy requirements for measurement data or label data
Some papers are discussing the possibility/necessity to define requirements for measurement data (e.g. measurements report by the UE) or labeled data
Issue 2-6:	Accuracy requirements for measurement data or label data
· Proposals
· Option 1: RAN4 should study the possibility of defining requirements for measurement data or labelled data
· Option 2: No need to do anything else other than existing requirements
· Option 3: Other options
· Recommended WF
· To be discussed
Discussion:


Interoperability aspects
Issue 3-5: Interoperability aspects
· Proposals
· Option 1: The interoperability analysis for AI/ML operation for NR air interface are summarized as below, which shall be captured in TR. 
	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI



· Recommended WF
· Discuss whether this should be captured in the TR and what changes are needed, if any
Discussion:


Channel models
Issue 3-6: Channel Models for testing
· Proposals
· Option 1: RAN4 should start discussing/developing CDL models
· Option 2: TDL models are enough
· Option 3: Postpone this discussion for now
· Recommended WF
· To be discussed
Discussion:




Table for description of 2-sided model testing options
Table below should be used summarize issues to be discussed in describing the options for testing of 2-sided model.
Companies will be invited to provide inputs based on the structure of this table in RAN4#108Bis
Table below is meant for the UE testing, similar table is needed for testing BS with replacing test decoder by test encoder.

	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 
	 
	 
	 

	Source of decoder training data
	
	
	
	

	DUT vendor knowledge of the test decoder
	 
	 
	 
	 

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	 
	 
	 
	 

	Test decoder verification procedure at TE and/or DUT
	 
	 
	 
	 

	Feasibility of test decoder verification procedure
	
	
	
	

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	 
	 
	 
	 

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 
	 
	 
	 

	Specification Effort (e.g. test decoder)
	 
	 
	 
	 

	Confidentiality/IP issues
	 
	 
	 
	 

	Applicability to different scenarios/conditions/ configurations
	 
	 
	 
	 

	Complexity of actual testing procedure for the ecosystem
	
	
	
	


Note: training data should be consistent with the collaboration procedure

Discussion:
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