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1.	Introduction
RAN4 is currently working on a Rel-18 Study Item related to Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface with the objective to study the 3GPP framework for AI/ML for air-interface corresponding to each targeted use cases (i.e., CSI feedback enhancement, beam management, and positioning accuracy enhancements for different scenarios) regarding aspects such as performance, complexity, and potential specification impact [1]. 
RAN4 has been tasked to study the interoperability and testability aspects for each use case. Specifically, RAN4 is expected to study the requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable, considering, if necessary, the need and implications for AI/ML processing capabilities definition. 
In last meeting, the WF [2] was approved, including guidance for the way forward on interoperability and testing aspects among other agreements. 
In this contribution, Keysight would like to share some insights on the interoperability and testability aspects for AI/ML for NR air interface under discussion.
[bookmark: OLE_LINK53]2. 	Discussion
2.1	Test framework
R4-2310433 ([2]) included the following agreement regarding reference block diagrams for 1-sided and 2-sided models:
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2.1.1	Test framework for UE-side testing
R4-2309317 ([3]) proposed the reference block diagram in Figure 2 in that document for testing 1-sided model implemented in UE side after considering the following observations based in previous RAN4 agreements: 
· It shall NOT contain the block for training;
· It shall contain the blocks for model/functionality monitoring and selection/switching/(de)activation/ fallback in DUT;
· It shall contain the AI/ML LCM procedure verification and model control in TE;
· It shall contain the test scenario generator to enable testing in different scenarios, used for generalization verification aspects. 

Keysight agrees with the observations made by Samsung in [3] and consequently with the reference block diagram in Figure 1in that paper. 
One aspect that seems to be missing in Figure 2 in [3] is model transferring for Level z collaboration level according to section 4.3 in latest draft of TR 38.843 [4]:
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Observation 1: Current baseline for AI/ML test framework does not consider model transferring for Level z collaboration level according to section 4.3 in latest draft of TR 38.843 ([4]).
This aspect could be added to the test framework as shown in Figure 1 below, where basically the transfer function has been added to Model/Functionality select/switch/activate/deactivate/fallback block, assuming AI/ML Model Control block can also command an AI/ML model transfer. 
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Figure 1: Proposed reference block diagram for UE single-sided model
Similar slight modification will be required for the UE 2-sided model reference block diagram as shown in Figure 2 compared to the one in Figure 3 in [3]:
[image: A diagram of a diagram

Description automatically generated]
Figure 2: Proposed reference block diagram for UE two-sided model
Another aspect that could be further discussed if it needs to be added to test framework is whether any modification will be required in case online training is considered in the future (current agreement according to [5] is that online training procedure is de-prioritized). 
In such case, inference output feeding Model/Functionality monitoring block would need to simultaneously feed a new block (Model training update) to re-run the Model Training. The output of such new block (i..e. the updated model) should feed the Model Inference block. Additional Model/Functionality Control Commands could be also required.
This update has not been considered in proposals in this section and is proposed to be further discussed once online training is considered.
Proposal 1: Update baseline for AI/ML test framework to consider model transferring for Level z collaboration level according to section 4.3 in latest draft of TR 38.843 ([4]) as shown in figures 1 and 2 in this document.
2.1.2	Test framework for gNB-side testing
RAN4 has been discussing in [2] whether a test framework for gNB-side testing is required for FS_NR_AIML_air SI, considering use cases defined. 
Keysight thinks that this will be required at least for 2-sided model for CSI compression use case.
In that case, reference block diagram could be as shown in Figure 3:
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Figure 3: Proposed reference block diagram for BS two-sided model
Proposal 2: Consider as starting point the reference block diagram for testing 2-sided model implemented in BS side as shown in Figure 3 in this document.
2.2	Reference encoder/decoder
The following agreement was included in R4-2310433 ([2]) regarding Encoder/decoder for 2-sided model:
[image: A close-up of a paper

Description automatically generated]
2.2.1 Overview of 2-sided encoder/decoder options
The following table provides some insights about Pros and Cons for the options under discussion from test equipment perspective:
	
	Pros
	Cons

	Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained.
	· TE doesn’t need to design a reference decoder, just integrate whatever is provided by the vendor of the encoder.
	· TE complexity is high as TE will need to support a wide range of architectures/interfaces/algorithms (at least one per UE vendor). 
· Having such a wide range of UE specifics reference decoders might be a challenge for TE vendors to ensure appropriate performance across all options.
· Confidentiality/IP issues, not only in terms of disclosure of UE design IP but also in terms of having third party reference decoder exercised in the TE.
· Limited value of resulting test case(s) as probably the testing scenario will be the one enabling UE performance optimization and will differ from actual deployment once infra-vendor uses a decoder different from reference one.

	Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
	·  TE doesn’t need to design a reference decoder, just integrate whatever is provided by the vendor of the decoder. Value of resulting test case(s) is high as it can reflect the performance in the field.

	· Validation/Certification complexity is high if a device needs to be tested against the reference decoder provided by each infra-vendor.
· TE complexity is medium as TE will need to support a considerable range of architectures/interfaces/algorithms (at least one per infra vendor). 
· Confidentiality/IP issues, not only in terms of disclosure of gNB design IP but also in terms of having third party reference decoder exercised in the TE.

	Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
	· TE complexity is low as TE will need to support a single set of pre-defined and already trained architecture/interfaces/algorithm (according to RAN4 definition).
· Validation/Certification complexity is low as the device will only be tested against the reference decoder provided by RAN4.
· Leads to same TE vendor implementations.
· Further training is not necessary, avoiding deviations from different TE vendors implementations.
· If reference decoder is properly designed, it allows to decouple UE testing from gNB performance while representing an acceptable trade-off with actual decoders implementation in the field.
	· Value of resulting test case(s) will depend on how good the reference decoder represents decoders in the field.
· RAN4 will have to discuss and decide on the set of pre-defined and already trained architecture/interfaces/algorithm to be standardized as well as on the dataset used for training.


	Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
	· TE complexity is low as TE will need to support a single set of architecture/interfaces/algorithm (according to RAN4 definition).
· Validation/Certification complexity is low as the device will only be tested against the reference decoder designed from RAN4 partial specifications.
· Defining more high-level parameters (such as bottleneck size /quantization level) will help to define more generic but still valuable test(s) while leaving implementation details to different vendors.
· If reference decoder is properly designed, it allows to decouple UE testing from gNB performance while representing an acceptable trade-off with actual decoders implementation in the field.
	· Could lead to different TE implementations.
· Joint encoder-decoder training can’t be performed unless UE vendors have access to final reference decoder implemented by each TE. 
· Confidentiality/IP issues in terms of disclosure of TE design IP.
· Selection of data and/or training expertise to train specified RAN4 reference decoder needs to be done carefully: Access to data and/or training expertise could lead to different reference decoder´s performance.
· Enforce TE vendors to support joint post-training, which could be very time consuming if many UEs need to be considered in the process.


	Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
	
	· Could lead to different TE implementations:
· Further joint post-training can change performance results. 
· TE vendor trainings may differ because of training procedures and/or hardware/platform used.
· The dataset used for joint post-training could also lead to different reference decoder´s performance.
· Enforce TE vendors to support joint post-training, which could be very time consuming if many UEs need to be considered in the process.
· Confidentiality/IP issues in terms of disclosure of TE design IP.



Based on the pros and cons described, from TE vendor’s perspective, Option 3 is the one preferred.
Proposal 3: The reference decoder(s) to be fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
2.3 Dataset generation
In RAN4#106-bis-e, there were some agreements regarding the test dataset generation as follows ([5]):
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The following table provides some insights about Pros and Cons for the options under discussion:
	
	Pros
	Cons

	Option 1: Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, etc.
“Legacy approach” refers to legacy test in which a channel model is used
	· Well-known channel models used in legacy solutions.
· Available in the majority of simulation solutions.
	· Other simulation assumptions are needed on top of channel models details (number of cells, number of UEs in each cell, UEs movement, antennae, power levels, etc.)
· Fails to capture real world impairments (like phase noise and edge cases).
· Even after doing the train/test split of the dataset, models could end up being biased/overfitted (at the end of the day the channels are drawn from the same statistical distributions).

	Option 2: Field dataset (data collected directly from field measurements)
	· Better represents real world impairments.
· Helps to mitigate biased/overfitted behaviours of the models (field data are not drawn from a predefined and well-known statistics models).
· An agreement on a fixed dataset for testing leads to repeatability and fairness.
	· Issues related to field dataset information:
· Confidentiality (assuming operators are willing to share that type of information).
· Need of anonymize the data before sharing.
· Need of a stronger agreement on limited data collection guidelines and which scenarios to capture upon data collection.
· Fixed nature: 
· Risk of becoming outdated 
· Challenging to add more samples to an already reported scenario

	Option 3: TE generates data for test based on assumptions/parameters defined by RAN4 (e.g. by defining some rules/function to generate data)
	· Channel models are not restricted to TR 38.901 thus being able to capture new scenario conditions.
· Being able to generate subsets for a thorough use-case-specific test data.
· Training data coming from the TE side ensure testing fairness across UE vendors.
	· TE usually don’t have the infrastructure to run these simulations requiring big set of data supposed to be required only for training (the dataset for testing will be the set of parameters to be configured in the test systemàsimulation assumptions).
· One of the parameters will be the channel scenario. Hence it can’t be fully decoupled from option 1.
· Fails to capture real world impairments.
· Convergence across TE vendors (passing test in one vendor might not guarantee passing in another if each TE vendor generates their datasets for training).



Dataset generation is only impacting training procedures no matter who is in charge of running them.
Legal concerns in terms of using field dataset could block option 2. In our opinion, dataset generation should come from 3GPP. Hence probably a mix of option 1 and 3 for training dataset generation should be the appropriate way forward. 
Proposal 4: Consider as a starting point a combination of options 1 and 3 for dataset generation.
2.3.1	Generalization impact
Generalization variables should be considered when conforming the test dataset, designing/specifying the reference encoder/decoder and the training dataset for joint training of reference encoder/decoder or for performance monitoring testing as:
· Test dataset should include different scenarios to be able to assess the generalization performance of models.
· Scenarios should be chosen/designed so that generalization variables are well represented.
· For the synthetic dataset case: ideally, each individual test sample containing several versions of generalization variables (i.e. different transmitted partial beam patterns for beam prediction) should use the same channel with the same seed.
· Each sub use case has its own set of generalization variables, resulting on its own design constraints.
· Generalization will probably impact reference encoder/decoder design in such a way that a different reference encoder/decoder would be needed for each generalization variable value (i.e. different reference decoder for different quantization levels in CSI reporting).
3. 	Conclusion
This contribution provides Keysight’s insights on the interoperability and testability aspects for AI/ML for NR air interface under discussion.
The following observations and proposals are made:
Observation 1: Current baseline for AI/ML test framework does not consider model transferring for Level z collaboration level according to section 4.3 in latest draft of TR 38.843 ([4]).
Proposal 1: Update baseline for AI/ML test framework to consider model transferring for Level z collaboration level according to section 4.3 in latest draft of TR 38.843 ([4]) as shown in figures 1 and 2 in this document.
Proposal 2: Consider as starting point the reference block diagram for testing 2-sided model implemented in BS side as shown in Figure 3 in this document.
Proposal 3: The reference decoder(s) to be fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
Proposal 4: Consider as a starting point a combination of options 1 and 3 for dataset generation.
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The following network-UE collaboration levels are considered as one aspect for defining collaboration levels

1. Level x: No collaboration.

2. Levely: Signalling-based collaboration without model transfer. Note: this level includes cases without model
detivery.

3. Level z Signalting-based collaboration with mode transfer.
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2.3.5 Test dataset generation
‘Test dataset generation should be studied. Different generating methods can be used for different tests. The following candidate methods are to be considered or down-selected:
> Dataset based on TR 38.901. ¢.g. UMa channel, UMi channel, CDL channel, “legacy approach”. etc.
< “Legacy approach” refers legacy test in which a channel model is used
> Field dataset (data collected directly from field measurements)
> TE generates datasetfor test based on assumptions/parameters defined by RAN4 (e.g. by defining some rules/function to generate data)

> Other methods are not precluded
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Issue Reference block diagram for 1.sided model and 2-sided model

Companies are fnvited to provide further analysis/clarifications on the logical models to be-usedconsidered for the RANS AUML
testing ramework after RAN1/2 reach agreement on diagram for AUML framewwork. Block diagrams for UE-side testing in
R4-2300317 can be taken as reference. FFS whether and how the reference block diagram can be provided for gNB-side testing.




