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Introduction
In this contribution we present our views on open issues identified in RAN4#107 related to AI/ML use cases. In the sections to follow issues specific to CSI enhancement, beam management, and positioning are discussed.
Discussion
Use cases and sub-use cases to be handled in the use cases discussion are as mentioned below.
· CSI feedback enhancement
· time domain CSI prediction
· spatial-frequency domain CSI compression
· Beam management
· Spatial-domain DL beam prediction
· Temporal DL beam prediction
· Positioning accuracy enhancements
· direct AI/ML positioning
· AI/ML assisted positioning

From RAN4 point of view, we think there are couple of high-level aspects we should discuss in AI for PHY.
1. Core requirements and their corresponding test cases
2. Test framework and feasibility of testing
Core requirements and their corresponding test cases:
Generally, RAN4 core requirements are defined based on the RAN1/2 agreements during the work item (WI) phase. When RAN4 have further discussion on the use cases, we think RAN4 should be careful about not discussing the work related to WI phase during the study item (SI) phase as we do not know what the scope of the WI at this stage is. Hence, we think unless companies find a particular feasibility aspect of defining core requirements or test cases related to use cases, we should not discuss the requirements framework in the SI phase. 
Proposal 1: In the SI, RAN4 task is to assess whether core requirements are feasible, but not develop the requirements in detail. 
Test framework and feasibility of testing:
Test framework and feasibility of testing for all the use cases should be similar. To avoid the duplicate discussion in each of the use case, we prefer discussing this in general agenda than the use case agenda.
Proposal 2: Test framework and feasibility of testing should not be discussed in use case discussions. Instead, focus all the testability issues on the general session or main session.
Having said that one new issue which we need to discuss specific to AI for PHY is feasibility of Defining Life Cycle Management requirements. 
Functionality-based LCM delay requirements
When NW configures a UE with new parameters (for example, the UE should predict on another set of beams or beams in another future time slot), there can be scenarios, based on implementation, where there is a need for UE to activate a new AI/ML based functionality. It is up to RAN4 to study such possible impact. 
Proposal 3: Study possible delay requirements for when UE needs to activate a new functionality, i.e., delay in terms of when NW can receive predictions from the UE with the new functionality.
CSI feedback enhancement.
The CSI enhancement use case comprises CSI compression and CSI prediction.
CSI compression necessitates a two-sided model, which implies significant complexity due to the need for UE and network pairing. From a testing perspective, a test decoder is needed if there is a need to test the encoder on the UE side. Issues related to 2-sided model testing are captured in our companion contribution on interoperability and testing issues.
For the model inference stage of both CSI compression and CSI prediction, the current throughput-based framework has been identified as a good basis for AI based requirements, at least for the conformance testing stage. Additions or alternatives to the throughput-based framework might include ground truth (e.g., target CSI for compression, or actual CSI as known to the TE for prediction) or intermediate metrics. For conformance testing, before new metrics would be introduced, a deficiency with the throughput-based metric should be identified that motivates the need for additional conformance metrics.
Observation 1: For conformance testing, before new metrics would be introduced, a deficiency with the throughput-based metric should be identified that motivates the need for additional conformance metrics.
For the model monitoring aspect, there is a need to identify whether RAN4 needs to be involved in the design of metrics for monitoring. Furthermore, the monitoring metrics may depend on aspects not yet completed in RAN1, such as the assumptions on training data and targets for training. 
If RAN4 metrics would be developed for monitoring, then throughput may not be suitable, as the conditions cannot be controlled in the field and many other factors may influence throughput. Ground truth-based metrics rely on the identification of ground truth. This cannot be guaranteed in the field, but a coarse monitoring may still be possible if ground truth can be measured and reported with a reasonable uncertainty and acceptable delay. Intermediate CSI performance metrics may be useful in monitoring. For an intermediate metric, a standardized metric would need to be specified and shown to be comparable between different vendors implementations.
Observation 2: Intermediate CSI performance metrics may be useful in monitoring.
Observation 3: For an intermediate metric, a standardized metric would need to be specified and shown to be comparable between different vendors implementations.
Beam management
In last meeting following issues are discussed for study of beam management use case in RAN4. We provide our further views on these issues.
Framework for RRC/MAC-CE/DCI based core requirements
Following WF is agreed in last meeting.
· Option 1: Use the legacy framework for RRC/MAC-CE/DCI based core requirements (e.g., define delay requirements based on multiple delay components)
· Use option 1 as the baseline for LCM procedures
· Discuss the additional core requirement framework if the new procedure is introduced by other WGs and option 1 is not applicable to those new procedures.
We do not really understand the necessity for discussing or agreeing on this issue in the study item phase. Once the RAN1/RAN2 framework is ready during the WI phase, RAN4 can define the requirements based on the agreed framework. From the requirements definition point of view, we do not see any issue for defining such core requirements once the protocol aspects are ready in RAN 1/2. Considering this we think it is too early to discuss this in study item phase.
Proposal 4: RAN4 not to agree or discuss framework for defining the core requirements as the requirements are defined based on final framework of RAN1/2 during WI phase. 
Proposal 5: RAN4 to discuss the feasibility of defining LCM requirements and the specific requirements to be define for LCM.  
Measurement inaccuracies impact of data collection
During the 3GPP RAN4 discussions that led to establishment of requirements for L1-RSRP relative measurement accuracy in Rel-15, the following was assumed: If the UE uses the same Rx chain to calculate L1-RSRP over different beam for the same measurement instance, then the RF impairment error factor is assumed to be the same and does not contribute to the L1-RSRP relative value. However, it cannot be assumed that the UE uses the same Rx chain for measuring L1-RSRP of different beams at each instance. Therefore, the absolute and relative L1-RSRP accuracy requirement is the same in FR2; for example, for SSB L1-RSRP ±6.5dB under same condition, [clause 10.1.20 in 8], which is not the case for FR1, ±5.0dB or ±8.5dB depending on the transmit power for absolute value and ±3.0dB for relative value [clause 10.1.19 in 8].  
In our companion RAN1 evaluations paper [R1-2304749], we show the impact of the measurement error when such errors are included in training data collection (collecting ground truth labels). Our results show that the current assumptions on +-6.5 dB significantly degrade intermediate KPI performance.
Proposal 6: RAN4 to study improvement to L1-RSRP measurement accuracy and the conditions under which it can be improved for model input and ground truth data collection.
Beam prediction requirements/metrics/KPIs
Following WF is agreed in last meeting.
Metrics to be studied for evaluation of beam management inference performance (RAN4 to decide which options are relevant and useful based on study):
· Option 1: RSRP accuracy
· Option 2: Beam prediction accuracy
· Top-1 (%) : the percentage of “the Top-1 strongest beam is Top-1 predicted beam”
· Top-K/1 (%) : the percentage of “the Top-1 strongest beam is one of the Top-K predicted beams”
· Top-1/K (%) : the percentage of “the Top-1 predicted beam is one of the Top-K strongest beams”
· Option 3: other options could be considered.

Regarding the beam prediction requirements or metrics or KPIs, we think RAN4 should study option 1 and option 2 during the study item phase. That means RAN4 should focus on studying the RSRP and beam prediction accuracy from RAN4 point of view. 
According to previous section discussions, we observed that beam prediction accuracy is very poor with existing RSRP accuracy requirement of ±6.5dB. It is unclear to what extent the Option 1 and 2 can be estimated due to the measurement noise while collecting ground truth label.
Proposal 7: RAN4 to study requirements in estimating RSRP accuracy and beam prediction accuracy given RSRP measurement inaccuracies.  

Positioning KPIs/metrics
RAN4#107 discussed KPIs/metrics for positioning use case and identified the following options for further discussion:
KPIs/metrics to be studied for positioning:
· Option 1: positioning accuracy: Ground truth vs. reported.
· only option available for direct positioning
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: PRS RSRP
· Option 6: others
In our view positioning accuracy: ground truth vs. reported shall not be considered as one of the positioning KPIs/metrics to ensure AI/ML model performance is as expected. Defining positioning accuracy requirement to be met in a wider set of scenarios is not feasible and this leads to defining performance requirements limited to a specific scenario. Instead RAN4 should aim towards defining performance requirements that can be easily generalized to ensure performance requirements are met by AI/ML models in a wider set of scenarios. In addition it is not feasible to obtain ground truth for UE position during model deployment making positioning accuracy: Ground truth vs. reported as a non-feasible KPI/metric to ensure AI/ML model performance for positioning.
Proposal 8: RAN4 to not consider positioning accuracy: ground truth vs. reported as one of the positioning KPIs/metrics for positioning use case. 
In the last meeting, accuracy of path phase and LoS/NLoS indicator were also discussed as one of the positioning KPIs/metrics to be considered by RAN4. In our view path phase should not be considered for RAN4 evaluations because of the following reasons:
· Carrier phase measurement-based positioning is an ongoing work in rel. 18, achievable accuracy based on carrier phase measurement is yet to be established. Besides gain coming from AI/ML based methods exploiting carrier phase measurement is hard to evaluate as baseline performance of legacy method is not defined yet.
· Rel. 18 SI concluded carrier phase measurement gives higher positioning accuracy when radio links between UE and TRPs are favorable, whereas the main objective of AI/ML based positioning study item is to achieve higher positioning accuracy in challenging environment such as indoor factory where majority of radio links between UE and TRP are impaired due to NLoS condition.
LoS/NLoS indication on the other hand can be used to enhance achievable accuracy. Defining accuracy requirement for such an indicator is, however, not trivial. RAN4 should, therefore, evaluate feasibility before defining accuracy requirement for LoS/NLoS indication. It is noted that for the LoS/NLoS indication defined in the existing specifications, there is no RAN4 requirements on its accuracy.
Proposal 9: Do not consider the accuracy of path phase as one of the positioning KPIs/metrics for AI/ML based positioning.
Proposal 10: RAN4 to first evaluate feasibility before considering the accuracy of LoS/NLoS indication as one of the KPIs/metrics for AI/ML based positioning.
In the last meeting the accuracy of RSTD and PRS RSRP were discussed to be considered as one of potential KPIs/metrics for positioning use case. In our view measurement accuracy of RSTD, PRS-RSRP along with UE Rx-Tx and PRS-RSRPP measurements shall be considered as one of the KPIs/metrics to assess performance of AI/ML model output for UE positioning.
Proposal 11: Accuracy of RSTD, UE Rx-Tx, and PRS-RSRP/RSRPP measurements as output of AI/ML model shall be considered as one of the KPIs/metrics for positioning use case.
Performance of AI/ML based positioning methods rely on accuracy of the data that is provided as input to the model. Model output of certain accuracy can only be guaranteed if the input data meeting certain accuracy requirement is fed to the AI/ML model for inferencing. Measurement accuracy as performance metrics/KPIs shall therefore be defined for both model input and model output to ensure a reliable performance of AI/ML based positioning methods in NR cellular network. Model input accuracy requirement can be defined for measurements such as power delay profile (PDP), and delay profile (DP). For model output, accuracy requirement for positioning measurements such as RSTD, UE Rx-Tx, PRS-RSRP/RSRPP needs to be defined as proposed in this section. Moreover, if a standardized collection of training data is agreed, then an accuracy requirement for training data (containing data for both model input and model output) needs to be considered also for certain cases. For label data (corresponding to model output) in training data collection, accuracy of label needs to be defined, since label accuracy has been shown to affect AI/ML model performance. For measurement data (corresponding to model input) in training data collection, it may or may not be necessary for RAN4 to define the accuracy of measurement data: 
· For positioning cases 1/2a/3a, the measurements for model input are performed by UE (Case 1/2a) or gNB (case 3a) and fed to the AI/ML model in UE (Case 1/2a) or gNB (case 3a) itself. Thus, for model inference, the measurement accuracy can be up to UE and gNB implementation, respectively. For training data collection of measurements, it should be discussed whether measurement accuracy needs to be specified. If the training data collection procedure is to be standardized, then reporting format of the measurement data need to be specified, including the quantization range and quantization granularity.  
· For positioning cases 2b/3b, the measurements for model input are performed by UE (Case 2b) or gNB (case 3b) and sent to the LMF for the LMF-side AI/ML model. Thus, the measurements are transferred over standardized interfaces, i.e., LPP for case 2b and NRPPa for case 3b. Thus, it is necessary to define accuracy requirements and reporting format of the measurement data, including the quantization range and quantization granularity.
Proposal 12: Accuracy requirement for label data (corresponding to model output) needs to be defined if collection of training data over the air interface is agreed to be standardized. 
Proposal 13: Accuracy requirement for measurement data (corresponding to model input) needs to be defined. For model inference, reporting format (quantization range and granularity) of measurement data need to be defined for positioning case 2b (LPP interface) and 3b (NRPPa interface).

Summary
In this paper we presented our views on issues related to AI/ML use cases. Following observations and proposals summarize the discussion in this contribution.
Proposal 1: In the SI, RAN4 task is to assess whether core requirements are feasible, but not develop the requirements in detail.
Proposal 2: Test framework and feasibility of testing should not be discussed in use case discussions. Instead, focus all the testability issues on the general session or main session.
Proposal 3: Study possible delay requirements for when UE needs to activate a new functionality, i.e., delay in terms of when NW can receive predictions from the UE with the new functionality.
Observation 1: For conformance testing, before new metrics would be introduced, a deficiency with the throughput-based metric should be identified that motivates the need for additional conformance metrics.
Observation 2: Intermediate CSI performance metrics may be useful in monitoring.
Observation 3: For an intermediate metric, a standardized metric would need to be specified and shown to be comparable between different vendors implementations.
Proposal 4: RAN4 not to agree or discuss framework for defining the core requirements as the requirements are defined based on final framework of RAN1/2 during WI phase. 
Proposal 5: RAN4 to discuss the feasibility of defining LCM requirements and the specific requirements to be define for LCM.
Proposal 6: RAN4 to study improvement to L1-RSRP measurement accuracy and the conditions under which it can be improved for model input and ground truth data collection.
Proposal 7: RAN4 to study requirements in estimating RSRP accuracy and beam prediction accuracy given RSRP measurement inaccuracies. 
Proposal 8: RAN4 to not consider positioning accuracy: ground truth vs. reported as one of the positioning KPIs/metrics for positioning use case.
Proposal 9: Do not consider the accuracy of path phase as one of the positioning KPIs/metrics for AI/ML based positioning.
Proposal 10: RAN4 to first evaluate feasibility before considering the accuracy of LoS/NLoS indication as one of the KPIs/metrics for AI/ML based positioning.
Proposal 11: Accuracy of RSTD, UE Rx-Tx, and PRS-RSRP/RSRPP measurements as output of AI/ML model shall be considered as one of the KPIs/metrics for positioning use case.
Proposal 12: Accuracy requirement for label data (corresponding to model output) needs to be defined if collection of training data over the air interface is agreed to be standardized. 
Proposal 13: Accuracy requirement for measurement data (corresponding to model input) needs to be defined. For model inference, reporting format (quantization range and granularity) of measurement data need to be defined for positioning case 2b (LPP interface) and 3b (NRPPa interface).
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