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1. Introduction
[bookmark: _Hlk134894944]In the RAN4#106-bis-e meeting, RAN4 study on AI/ML for NR air interface was started. The progress was captured in the WF [1]. In the RAN4#107 meeting, there were further extensive discussions on general aspects, specific issues related to use cases, and interoperability and testability aspects. Agreements were captured in the WF [2]. For specific issues related to used cases, following agreements were made.
	Issue 2-1: Framework for RRC/MAC-CE/DCI based core reqs
· Option 1: Use the legacy framework for RRC/MAC-CE/DCI based core requirements(e.g. define delay requirements based on multiple delay components)
· Use option 1 as the baseline for LCM procedures
· Discuss the additional core requirement framework if the new procedure is introduced by other WGs and option 1 is not applicable to those new procedures.
Issue 2-2: Metrics for CSI requirements/tests
Agreement:
· For metrics for CSI requirements/tests for model inference performance testing
· Consider the following possible test metrics
· Throughput – absolute throughput or relative throughput
· If throughput is not applicable or significant disadvantage is observed by using throughput, intermediate KPIs  like cosine similarity, accuracy of predicted CQI, etc,
· FFS on whether the KPIs are testable
· Companies are encouraged to show how the KPI can be tested in RAN4
Issue 2-3: Beam prediction requirements/metrics/KPIs
Metrics to be studied for evaluation of beam management inference performance (RAN4 to decide which options are relevant and useful based on study):
· Option 1: RSRP accuracy
· Option 2: Beam prediction accuracy
· Top-1 (%) : the percentage of “the Top-1 strongest beam is Top-1 predicted beam”
· Top-K/1 (%) : the percentage of “the Top-1 strongest beam is one of the Top-K predicted beams”
· Top-1/K (%) : the percentage of “the Top-1 predicted beam is one of the Top-K strongest beams”
· Option 3: other options could be considered
Issue 2-4: Positioning KPIs/metrics
KPIs/metrics to be studied for positioning:
· Option 1: positioning accuracy: Ground truth vs. reported
· only option available for direct positioning
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: PRS RSRP
· Option 6: others
Companies proposing Option 3 should clarify how this is used for positioning evaluation
Whether option 1 can be used in RAN4 tests as a metric should be further analyzed
RAN4 should also study whether defining a requirement for existing procedures could only be done when AI/ML is used.


[bookmark: _Hlk73468315]In this contribution, we further provide our views on the specific issues related to use cases for AI/ML in Rel-18 SI and corresponding potential requirements for AI/ML air interface.

2. KPIs/ Test Metrics for use cases
2.1 CSI feedback enhancement
For CSI feedback enhancement, it was agreed to use throughput, including absolute throughput and/or relative throughput as test metrics for CSI compression and CSI prediction. It is the same as legacy metric for PMI reporting.
	Issue 2-2: Metrics for CSI requirements/tests
Agreement:
· For metrics for CSI requirements/tests for model inference performance testing
· Consider the following possible test metrics
· Throughput – absolute throughput or relative throughput
· If throughput is not applicable or significant disadvantage is observed by using throughput, intermediate KPIs  like cosine similarity, accuracy of predicted CQI, etc,
· FFS on whether the KPIs are testable
· Companies are encouraged to show how the KPI can be tested in RAN4



In RAN1#110bis-e meeting, agreements on KPIs and performance metrics/methods were made.
	Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· [bookmark: _Hlk117602193]Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection


The SGCS, which is an intermediate KPI based on inference accuracy, can be used for evaluating AI/ML output CSI and performance monitoring. For CSI compression, RAN1 has agreed in evaluation on AI/ML for CSI feedback enhancement part that SGCS between reconstructed CSI and target CSI would serve as one of the basic KPIs for model inference accuracy, which also means that directly measuring SGCS could be a baseline monitoring method. 
The NMSE is another important intermediate KPI used for evaluating AI/ML output CSI performance monitoring and has been agreed that NMSE can be additionally submitted as a performance metric in RAN1 evaluation part.
An example of UE test diagram of CSI feedback is shown as below.


Fig.  1 Example of UE test diagram for CSI feedback
For UE test, TE emulates the network equipment to send CSI-RS to the UE under test. UE obtains the PMI or channel matrix e.g. H={CIR} by channel estimation. Than PMI or H could be the input of the AI encoder. An encoded bitstream is send to the reference decoder defined by RAN1 in TE, then new PMI’ or H’ is decoded. In the end, SGCS or NMSE can be calculated by using PMI and PMI’, or H and H’. The test of gNB is similar. Based on the analysis, SGCS and NMSE are testable and RAN4 could use SGCS and NMSE as the metrics for CSI requirements/tests for model inference performance testing.
Proposal 1: SGCS and NMSE could be the RAN4 metrics for CSI requirements/tests for model inference performance testing.


2.2 Beam management enhancement
	Issue 2-3: Beam prediction requirements/metrics/KPIs
Metrics to be studied for evaluation of beam management inference performance (RAN4 to decide which options are relevant and useful based on study):
· Option 1: RSRP accuracy
· Option 2: Beam prediction accuracy
· Top-1 (%) : the percentage of “the Top-1 strongest beam is Top-1 predicted beam”
· Top-K/1 (%) : the percentage of “the Top-1 strongest beam is one of the Top-K predicted beams”
· Top-1/K (%) : the percentage of “the Top-1 predicted beam is one of the Top-K strongest beams”
· Option 3: other options could be considered


In the last meeting, possible metrics on evaluation of beam prediction performance were discussed in RAN4. After down selection, the above Options were retained for further study. In general, both RSRP accuracy and beam prediction accuracy are common KPIs used in RAN1 simulation, which the results verified by these two metrics can basically reflect the actual performance of beam management. 
From RAN4 perspective, the ultimate purpose of defining the performance requirements is to verify whether L1-RSRP corresponding to the strongest beam found can meet certain precision, which is exactly what the legacy KPI verifies in the test without AI/ML assisted on beam management. Therefore, the RSRP accuracy requirement also should be the baseline in AI-ML based beam prediction. 
Regarding whether to use beam prediction accuracy as the intermediate KPI to further verify correctness of the Top-K beam prediction, this may be more relevant to inference performance of AI itself, rather than just function test on beam management. It is not quite reliable to verify inference performance by predicting the Top-K strong beams as the only KPI. In addition to define RSRP accuracy requirements, whether using Option 2 as an auxiliary metric and further to define extra requirement on beam prediction accuracy, it can be driven by more input from RAN1.
Proposal 2: RAN4 to use RSRP accuracy as the baseline KPI to evaluate AI/ML based beam management inference performance

2.3 Positioning enhancement
	Issue 2-4: Positioning KPIs/metrics
KPIs/metrics to be studied for positioning:
· Option 1: positioning accuracy: Ground truth vs. reported
· only option available for direct positioning
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: PRS RSRP
· Option 6: others
Companies proposing Option 3 should clarify how this is used for positioning evaluation
Whether option 1 can be used in RAN4 tests as a metric should be further analyzed
RAN4 should also study whether defining a requirement for existing procedures could only be done when AI/ML is used.


There are two sub use cases, i.e., direct AI/ML positioning and AI/ML assisted positioning, have been discussing in RAN1. For AI/ML based positioning accuracy enhancement, following cases are considered.
	· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


The cases can be further elaborated as in Table 1.
Table 1 details of different positioning cases
	Positioning case
	Model deployment
	Direct/assisted AI/ML positioning
	Measured by
	Model output
	Position calculated/estimated by

	Case 1
	UE-side
	Direct
	UE
	Position
	UE

	
	
	Assisted
	
	Intermediate feature
	

	Case 2a
	UE-side
	Assisted
	UE
	Intermediate feature
	LMF

	Case 2b
	LMF-side
	Direct
	UE
	Position
	LMF

	Case 3a
	gNB-side
	Assisted
	gNB
	Intermediate feature
	LMF

	Case 3b
	LMF-side
	Direct
	gNB
	Position
	LMF



2.3.1 Direct AI/ML positioning
Following measurements are considered direct AI/ML positioning. 
	Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded


In the last RAN1 meeting, the agreement about the ground truth label is copied as follow
	Agreement
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified when beneficial and necessary (e.g., limited PRU availability) 
· UE with estimated/known location generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· Network entity generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· Note: user data privacy needs to be preserved


For the UE-based direct AI/ML positioning method (case 1) and the LMF-based direct AI/ML positioning method (case 2a), the only way to define the requirement for the position accuracy is to obtain the ground truth label to compare with the reported location. RAN1 has agreed that the ground truth label is UE location for direct AI/ML positioning and when beneficial and necessary, some entities, e.g. PRU can provide the ground truth label for positioning. In that case, option1 suggests that RAN4 could define the requirement for direct AI/ML positioning. However, direct AI/ML positioning can also be performed without providing ground truth label, and it would not be possible to verify whether or not the positioning results could satisfy the RAN4 requirement. From this point of view, it is unnecessary for RAN4 to define a requirement for direct AI/ML positioning. Besides, the testability is a problem and it would be difficult to implement for TE. From test perspective, it is not possible to set up a test environment to emulate a real scenario. Moreover, the model for direct AI/ML positioning would be trained online. The test purpose is not clear.
Proposal 3: No positioning accuracy requirements for direct AI/ML positioning are defined.
For case 1, direct AI/ML positioning is that UE will report the estimated/calculated position. In general, it would not be possible to design requirements to verify the final positioning accuracy. For case 2b, we understand it would be similar to AI/ML assisted positioning from UE perspective. Since the position estimation/calculation is based on channel estimation, RAN4 may study whether requirements/tests for channel estimation for direct AI/ML positioning should be defined. 
In direct AI/ML positioning case 2b, UE performs measurements, including existing measurement RSRP, RSRPP and RSTD, and new measurements CIR/PDP. The measurement results will be reported to LMF. Since AI/ML model is located in LMF, there is no AI/ML related tests for UE measurements. However, RAN4 needs to further discuss if requirements for new measurements, e.g., CIR/PDP, should be defined.
Proposal 4: RAN4 is to study whether requirements/tests should be defined for potential new measurements for channel estimation, including CIR/PDP and existing measurements used for direct AI/ML positioning.

2.3.2 AI/ML assisted positioning 
Following measurements are considered AI/ML assisted positioning. 
	Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 


In AI/ML assisted positioning, the model inference output is the timing related measurements (e.g. RSTD, ToA), power related measurements (e.g. RSRP/RSRPP) and so on (e.g, path phase, LOS/NLOS indicator). There are new measurements, e.g., TOA, are used for AI/ML assisted positioning. RAN4 needs to study whether and how new requirements are defined for the potential new measurements for AI/ML assisted positioning.
For AI/ML assisted positioning with legacy measurements e.g., RSTD/RSRPP measurements etc., one option is to reuse legacy accuracy requirements as starting point. It is not expected that AI/ML assisted measurements have worse measurement accuracy. Moreover, enhanced accuracy requirements may be considered.
Both core and performance requirements should be considered for AI/ML based positioning. Measurement delay is typical core requirements for measurement and measurement accuracy is typical performance requirements.
TOA is new timing related measurement for positioning and RSTD may be derived based on TOA measurements. It is a important measurement and is similar to UE Rx-Tx time difference measurement. Path phase and LOS/NLOS indicator is new to RAN4 and would needs more study.
Proposal 5: RAN4 to study potential requirements for new and existing measurements for AI/ML assisted positioning, at least for ToA, RSTD and RSRPP.
Proposal 6: For AI/ML assisted positioning using existing measurements, e.g., RSTD, RSRPP, legacy core requirements and accuracy requirements could be used as starting point.

3. LCM related requirements
Requirements for LCM related procedures is essential to ensure AI/ML functionality/models to work correctly and efficiently.
	· Following LCM related requirements are to be studied:
· Model/Functionality select/switch/activate/deactivate/fallback
· Model/Functionality monitoring
· FFS if requirements for data collection (in particular for training) could/need be defined
· FFS if requirements for transfer/delivery/update
· NOTE: RAN4 study should be aligned with the agreements in other working groups.
· Further study under LCM related tests, if they are defined.
· how the framework can address the possibility of updates/activation/deactivation/switching to the functionalities/models after the deployment of the devices in the filed



Model transfer/delivery/update
In the RAN1#112 meeting, cases for model delivery/transfer were agreed.
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 



In the RAN1#113 meeting, known model structure for z4 was clarified.
	Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 



From RAN4 requirements perspective, we only consider the cases that the model is stored in 3GPP network.  
In RAN2, following solutions for model transfer/delivery were considered.
	-	Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
-	Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
-	Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
-	Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
-	Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
-	Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
-	Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).


According to solutions discussed in RAN2, 3GPP signalling is used for model transfer/delivery. There are two options of 3GPP signalling for model transfer/delivery. One type of solutions is based on control plane signalling, and the other is based on user plane signalling. In CP-based solution, model transfer/delivery is over SRB, and is point-to-point between UE and RAN node/CN entity. In UP-based solution, model transfer/delivery is over DRB, and is point-to-point between UE and server via UPF.
To ensure model transfer/delivery functionality in practical network, it is worth to define necessary requirements for the procedures, e.g., latency of model transfer/delivery. In addition, robustness/Success rate of model transfer/delivery may also be considered. There are also other aspects that may need to consider, for example, if handover or RLM will have impact on model transfer/delivery.
Proposal 7: Requirements and tests for model transfer/delivery should be considered and discussed.

Model monitoring
Requirements for LCM related procedures is essential to ensure AI/ML functionality/models to work correctly and efficiently. Model monitoring is a part of LCM procedure to guarantee the performance of the AI/ML communication system. For example, the wireless channel environment is always dynamic and ever-changing. AI/ML model may not always work well due to this changing environment. In order to guarantee the performance, network should be aware when the current AI/ML model is not valid for the scenario/configuration. Mechanisms such as model switch/selection or collect new field data for fine-tuning or re-training can be taken. The mechanism can be triggered by output of model monitoring. Define requirement for model monitoring is necessary.
In the last meeting, the agreement about performance monitoring tests and model monitoring tests are as below.
	Issue 1-6: Performance monitoring tests 
· Option 3: RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM
Issue 2-6: Requirements/tests for model monitoring or prior to update
· Proposals
· Option 1: RAN4 should study the possibility of defining requirements/tests for the monitoring procedure. Possible options listed below:
· Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
· Option 2: Introduce requirements/tests for new models prior to being deployed (test of an updated model)
· Option 3: RAN4 should not study such tests because this is not needed
· Option 4: others


The interaction framework of model monitoring is still under discussion in RAN1. Since some procedures in model monitoring are different per use case, RAN4 could discuss the performance monitoring test case by case. However, there is a general interaction framework of model monitoring. An example of general interaction framework of model monitoring is shown in Fig .2.


Fig. 2 General interaction framework of monitoring.
RAN4 could discuss how to define core and performance requirement for the model monitoring procedure. The most important part is monitoring results, e.g., monitoring metric calculation. However, it may not be necessary to define requirements for monitoring results directly if monitoring decision is made at UE side. The tests would be to verify if correct actions are taken based on monitoring results for the case. If monitoring decision is made at gNB side, then it would feasible to define delay requirements for acquiring monitoring results and accuracy results for monitoring results. The monitoring metric is different for use cases, so the requirements should be defined per use cases.
Proposal 8: RAN4 to study how to define requirement for model monitoring for different monitoring procedure, e.g., monitoring decision at UE side or gNB side.
Proposal 9: Model monitoring requirements should be discussed per use case basis.

4. Summary
In this contribution, we further provided our views specific use cases related issues. Based on above analysis, following proposals are present.
Proposal 1: SGCS and NMSE could be the RAN4 metrics for CSI requirements/tests for model inference performance testing.
Proposal 2: RAN4 to use RSRP accuracy as the baseline KPI to evaluate AI/ML based beam management inference performance
Proposal 3: No positioning accuracy requirements for direct AI/ML positioning are defined.
Proposal 4: RAN4 is to study whether requirements/tests should be defined for potential new measurements for channel estimation, including CIR/PDP and existing measurements used for direct AI/ML positioning.
Proposal 5: RAN4 to study potential requirements for new and existing measurements for AI/ML assisted positioning, at least for ToA, RSTD and RSRPP.
Proposal 6: For AI/ML assisted positioning using existing measurements, e.g., RSTD, RSRPP, legacy core requirements and accuracy requirements could be used as starting point.
Proposal 7: Requirements and tests for model transfer/delivery should be considered and discussed.
Proposal 8: RAN4 to study how to define requirement for model monitoring for different monitoring procedure, e.g., monitoring decision at UE side or gNB side.
Proposal 9: Model monitoring requirements should be discussed per use case basis.
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