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1. Introduction
In 3GPP RAN#94e meeting, the latest SID has been approved. According to the SID, the study will focus on the general issues, evaluations for three different use cases and other aspects relate to specification impacts. 
Three use cases which confirmed by RAN1:
	· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


The RAN4 scope in this SID:
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk30969022]In this contribution, we will discuss the RAN4 related specific issues

2. Discussion
2.1 Requirements for data collection
For the discussion of data collection, the first thing to be clear is that data collection for training does not study the online situation, as the priority of online training has been lowered in the RAN4 discussion, and at the current stage, online training is not discussed. And for the offline training data, it is up to the implementation and it shall not have any requirements. However, it should be clarified that data collection is decoupled from training procedure, which is part of LCM. It should be noted that not all data collection are related to model training. Therefore, based on the above analysis, we need to study requirements for data collection, but the main focus of our research should be on data quality. For example, when UE collects training data sent by gNB, or when gNB collect training data sent by UE via air interface, this process is visible to the air interface, and the quality of data transmission is also affected by the protocol. And also for direct AI/ML positioning the necessity of dataset quality shall be considered since in the current stage the High precision positioning is needed, the unknown error will be generated if the dataset quality can not be guaranteed. So the requirements for data collection shall be focused on the quality of the data.
Proposal 1: The requirements for data collection shall be focused on the quality of the data and RAN4 shall consider and study this requirement.
Proposal 2: RAN4 shall consider the concrete criteria to assess the dataset quality if proposal 1 is allowed.
2.2 Consideration of  Complexity
In the previous meeting, we also discussed the issue of model complexity, and some companies are not clear about the reasons for the complexity of RAN4 research models. In the latest SID, it is explicitly stated that we should improve the performance of AI/ML and avoid the complexity. Therefore, it should be noted that when defining AI model related testing in RAN4, the complexity of the model needs to be considered. However, it seems that this complexity is difficult to use as a test metric because the size or FLOPS of the AI model agreed in RAN1 is an implementation behavior and will not be fed back to gNB by UE. If it does not interact over air interface, it is unlikely to complete the test. Therefore, when discussing complexity, it is not necessary to consider it in detail like actual KPIs, only to discuss whether the complexity of the model is feasible. We need understanding what the purpose for complexity is 1) Evaluation of AI/ML model. Requirements should be defined based on a certain level of complexity. 2) The complexity of reference model. Based on above, I reckon that the level of complexity can be the side condition.
Proposal 3:  The complexity of a model should only be discussed whether feasible/no feasible and how to define the level of complexity.
Proposal 4: The level of complexity shall be the side condition. 

3. Conclusions
In this contribution, we got following proposals
Proposal 1: The requirements for data collection shall be focused on the quality of the data and RAN4 shall consider and study this requirement.
Proposal 2: RAN4 shall consider the concrete criteria to assess the dataset quality if proposal 1 is allowed.
Proposal 3:  The complexity of a model should only be discussed whether feasible/no feasible and how to define the level of complexity.
Proposal 4: The level of complexity shall be the side condition. 
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