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1	Introduction
In last RAN4 meeting, a list of issues on general aspects and work plan have been discussed with following agreements being achieved [1].

	Issue 1-6: Performance monitoring tests 
Option 3: RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM
Issue 1-11: Terminology update
Agree with the terminology update in R4-2308796 (Ericsson) and following additions (see Annex)
· Test encoder/decoder for TE - AI/ML model for UE encoder/gNB decoder implemented by TE 



In this contribution, we would discuss following issues:
· Requirements for data collection
· Model generalization
· Computational complexity
2	Discussion
2.1 Requirements for data collection
Besides RAN4, this issue had also been extensively discussed in RAN2 #122 with following agreements [2]:
	Related to data collection, the following was agreed:

· RAN 2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real time) monitoring of UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.

· For the latency requirement of data collection, RAN2 assumes:
· for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection
· for model inference, when required data comes from other entities, there is a latency requirement for data collection
· for model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.

· RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement on the non-connected state can be revisited when needed.

· For the data generation entity and termination entity deployed at different entities, RAN2 assumes:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE
· For model monitoring at NW side, performance metrics can be generated by UE/gNB and terminated at LMF.

Related to data collection, RAN2 has also agreed to send an LS to RAN1 in R2-2306906, asking RAN1 to express concerns (if any) on the above assumption, and to provide additional information (if any) on the above discussed topics. Additionally, RAN2 asks RAN1 to provide inputs on the following:

· The required data content per use case and per LCM purpose, when available, and to what extent said data would / should be specified (in detail).
· The reporting type (e.g., periodic, event triggered, other) of the identified data content
· The typical size (value or value range) of the identified data content.
· The typical latency requirement (value or value range) to transfer the identified data content.



RAN2 has agreed that there are latency requirements on data collection for model inference and model monitoring, which is highlighted in yellow. RAN2 also has decided to send an LS to RAN1 to ask for inputs on details of collected data, e.g., content, reporting type, typical size, value or value range of typical latency requirement. 
In our consideration, the discussion in RAN4 shall subject to the progress in RAN1/2. The latency requirements on data collection for model inference/monitoring/training should be considered and discussed per use case.
Proposal 1: Latency requirements for data collection should be considered and discussed per use case, subject to the output from RAN1/2.
In addition, the accuracy requirements for data collection should also be considered. For model inference/monitoring/training related data collection with legacy measurements, legacy measurements requirements should be considered as baseline. For the new data type/ measurements defined in RAN1/2, more input from RAN1/2 is required and it is better to be discussed in WI phase. 
Proposal 2: Accuracy requirements for data collection with legacy measurements should follow legacy measurements requirements. Accuracy requirements on new data type/measurements for data collection could be discussed per use case and considered in WI phase.
2.2 Model generalization
Generalization is a critical dimension of AI model performance, which demonstrates a trained model’s ability to react to unseen data. Good generalization ability can guarantee an acceptable performance of AI model under unpredicted/untested conditions in real deployment. 
LCM is another method to adapt to the uncertainty of the conditions. But the difference is, in our thinking, LCM is triggered by NW or UE in case of, e.g., UE/NW monitors intolerable performance loss, UE/NW recognizes current status does not match applicable conditions, higher layer configurations are changed, etc. Obviously, the adaptation of LCM requires a certain latency which includes the time of monitoring, decision and switching/updating. While generalization ability can provide a tolerable performance in this transition time.
In RAN1, generalization performance is considered to be verified over various scenarios/configurations. In our thinking, for a configuration with a limited set of values, for example different bandwidth, different numbers of Tx port, the test of generalization may be less necessary since the configuration may not vary suddenly or frequently as radio conditions. A single model can be particularly trained for the entire set or multiple models can be separately trained for different subsets. NW/UE can trigger LCM when the configuration is changed if multiple models are trained. On the contrary, if the configuration varies continuously within the value range or cannot make a clear distinction, like UE speed, UE distribution, the test of generalization shows more necessities and could be considered. The progress of RAN1 on generalization verification can be taken as a reference to define generalization tests in RAN4.
To define the requirements of generalization performance, following two options could be considered.
· Option 1: Take legacy/non-AI performance requirements as reference
· Option 2: The performance is lower-bounded, no less than [x%] of achievable performance of AI model.
Proposal 3: The progress of RAN1 on generalization verification can be taken as a reference to define generalization tests in RAN4. Whether/How to define the requirements of generalization performance could be discussed per use case.
2.3 Computational complexity
Whether to take model and computational complexity as KPIs has been discussed in last meeting without achieving consensus. Some companies doubt that whether RAN4 needs to discuss this issue and whether the FLOPs which is taken as the metric to quantify computational complexity in RAN1 can be reused in RAN4 test. In general, the performance of AI/ML model would improve with the computational complexity increasing. It is necessary to consider certain limit on the computational complexity for the model under the test, to avoid the case that, the performance in the test is quite good but cannot be achieved in real deployment. There is some discussion on the method to quantify the complexity in RAN1, e.g., FLOPs. How to reflect such method in RAN4 test needs to be studied for each use case. For example, whether to set different levels of computational complexity or upper bound of computational complexity. 
Proposal 4: In general, the limitation of computational complexity for AI/ML model should be considered in RAN4 test. The details requirements/limitation could be discussed per use case. 
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Conclusion
In this contribution, we discuss some remaining issues on general aspects with following observation and proposals:
Proposal 1: Latency requirements for data collection should be considered and discussed per use case, subject to the output from RAN1/2.
Proposal 2: Accuracy requirements for data collection with legacy measurements should follow legacy measurements requirements. Accuracy requirements on new data type/measurements for data collection could be discussed per use case and considered in WI phase.
Proposal 3: The progress of RAN1 on generalization verification can be taken as a reference to define generalization tests in RAN4. Whether/How to define the requirements of generalization performance could be discussed per use case.
Proposal 4: In general, the limitation of computational complexity for AI/ML model should be considered in RAN4 test. The details requirements/limitation could be discussed per use case. 
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