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1. Introduction 
In RAN4#107 RAN4 started the discussion on RAN4 impact with AI/ML in the air interface and way forward [1] was agreed.  In this contribution we present our views on testability with AI/ML in air interface.   
2. Discussion
In RAN4#107 the following agreements were made for interoperability and testing:
	Issue 3-4: Design principles/conditions for RAN4 specified decoder/encoder (Options 3 and 4, 6 in Issue 3-3)
· If 2-sided model is to be used in the WI phase, RAN4 should take into account complexity limitations based on e.g., feasibility of TE implementation and complexity levels considered feasible by network vendors/UE vendors for decoder/encoder deployment. 
· RAN4’s choice of test decoder/encoder should aim as much as possible to avoid limiting the implementation choices, including e.g. complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field 
· This principle may not be fully achievable in practice
· Other principles to be further discussed/studied
 
Issue 3-1/3-2: Reference block diagram for 1-sided model and 2-sided model
Companies are invited to provide further analysis/clarifications on the logical models to be usedconsidered for the RAN4 AI/ML testing framework after RAN1/2 reach agreement on diagram for AI/ML framework. Block diagrams for UE-side testing in R4-2309317 can be taken as reference. FFS whether and how the reference block diagram can be provided for gNB-side testing. 




On the issue of  2-sided framework the following was discussed:
Issue 3-3: Encoder/decoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options not precluded
Companies are invited to bring further input on merits/de-merits/feasibility of Options 1- 4.
Proponents of Option 6 should bring clarifications on how this option would be used to implement RAN4 tests.
RAN1 has agreed on different training collaboration types captured below from TR 38.843:
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For Option 1 - reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained. This would be suitable for training collaboration Type 1, when the model is jointly trained at the UE side and the UE is the DUT. It can also be applicable when gNB is the DUT and the model is jointly trained at gNB side. This option can also be used for collaboration Type 3 with UE first training, with UE as DUT. 
For gNB under test, the reference encoder is provided by vendor of decoder so that the encoder and decoder are jointly designed and trained. This would be suitable for training collaboration Type 1, when the model is jointly trained at the NW side and the NW is the DUT. This option can also be used for collaboration Type 3 with NW first training, with gNB as DUT. 

For Option 2 - reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained. This would be applicable for collaboration Type 1, when the model is jointly trained at the gNB and UE is the DUT. This option can also be used for collaboration Type 3 with NW first training, with UE as DUT. 
For gNB under test, reference encoder is provided by the vendor of the encoder so that the encoder and decoder are jointly designed and trained - it can be applicable for Type 1 when model is jointly trained at UE side and for Type 3 with UE first training.
For Options 3 and 4, if the reference decoder is fully or partially specified in RAN4 spec, then how do we guarantee that the decoder is a good representation of the decoder(s) in actual implementation. Also, if we partially specify the reference decoder, then there will be ambiguity in how TE implements the unspecified part and greater risk of not being compliant with the encoder. Also, it is not clear which training collaboration type this applies to. 
Observation #1:  For the options for reference decoder for 2 sided model for UE under test-
Option 1 – suitable for training collaboration Type 1, when the model is jointly trained at the UE side and the UE is the DUT. Suitable for collaboration Type 3 with UE first training, with UE as DUT.
Option 2 – suitable for collaboration Type 1, when the model is jointly trained at the gNB and UE is the DUT. Also suitable for collaboration Type 3 with NW first training, with UE as DUT.

Option 3/4 – It cannot guarantee that it is good representation of the decoder in the field and/or the decoder that the encoder was jointly trained with. Not clear which collaboration type it applies to. 
Observation #2:  For the options for reference encoder for 2 sided model for gNB under test-
Option 1 – suitable for training collaboration Type 1, when the model is jointly trained at the NW side and the gNB is the DUT. Suitable for collaboration Type 3 with NW first training.
Option 2 – suitable for collaboration Type 1, when the model is jointly trained at the UE and gNB is the DUT. Also suitable for collaboration Type 3 with UE first training.

Option 3/4 – It cannot guarantee that it is good representation of the encoder in the field and/or the encoder that the decoder was jointly trained with. Not clear which collaboration type it applies to. 

The existing options are not suitable for training collaboration type 2, although options 1 and 2 could possibly used for Type 2 with some additional training. Type 2 also doesn’t have any specification impact and left to implementation, so it is not clear if a testing framework needs to be developed for Type 2 collaboration.

Proposal #1:  RAN4 to discuss if we need to define a testing framework for training collaboration Type 2. 
We see that option 3 and 4 can have more disadvantages than advantage in achieving a good testing framework that can work well with actual implementation. It is also not feasible to use it in any collaboration Types discussed in RAN1. We propose to deprioritize Options 3 and 4 for 2-sided model testing framework. Also, unless more clarification on option 6 is provided, we should de-prioritize that option as well going forward.
Proposal #2:  Drop options 3, 4 from 2-sided model testing framework.
Proposal #3:  If no further clarification on Option 6 is provided by proponents, drop option 6. 
Proposal #4:  Keep options 1, 2 as baseline options for training collaboration types 1, 3 and depending on the entity doing the joint training or performing the training first in case of separate training. 
3. Conclusion
In this paper, we provide our views on issues related to testability aspects for AI/ML. Our observations and proposals are captured below:
Observation #1:  For the options for reference decoder for 2 sided model for UE under test-
Option 1 – suitable for training collaboration Type 1, when the model is jointly trained at the UE side and the UE is the DUT. Suitable for collaboration Type 3 with UE first training, with UE as DUT.
Option 2 – suitable for collaboration Type 1, when the model is jointly trained at the gNB and UE is the DUT. Also suitable for collaboration Type 3 with NW first training, with UE as DUT.

Option 3/4 – It cannot guarantee that it is good representation of the decoder in the field and/or the decoder that the encoder was jointly trained with. Not clear which collaboration type it applies to. 
Observation #2:  For the options for reference encoder for 2 sided model for gNB under test-
Option 1 – suitable for training collaboration Type 1, when the model is jointly trained at the NW side and the gNB is the DUT. Suitable for collaboration Type 3 with NW first training.
Option 2 – suitable for collaboration Type 1, when the model is jointly trained at the UE and gNB is the DUT. Also suitable for collaboration Type 3 with UE first training.

Option 3/4 – It cannot guarantee that it is good representation of the encoder in the field and/or the encoder that the decoder was jointly trained with. Not clear which collaboration type it applies to. 
Proposal #1:  RAN4 to discuss if we need to define a testing framework for training collaboration Type 2. 
Proposal #2:  Drop options 3, 4 from 2-sided model testing framework.
Proposal #3:  If no further clarification on Option 6 is provided by proponents, drop option 6. 
Proposal #4:  Keep options 1, 2 as baseline options for training collaboration types 1, 3 and depending on the entity doing the joint training or performing the training first in case of separate training. 
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Considered AI/ML model training collaborations include:

Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
Type 2: Joint training of the two-sided model at network side and UE side, respectively.

Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-
side CSI reconstruction part are trained by UE side and network side, respectively.

Note: Joint training means the generation model and reconstruction model should be trained in the same loop for
forward propagation and backward propagation. Joint training could be done both at single node or across
multiple nodes(e.g., through gradient exchange between nodes).

Note: Separate training includes sequential training starting with UE side training, or sequential training starting
with NW side training [, or parallel training] at UE and NW

Note: training collaboration Type 2 over the air interface for model training (not including model update) is
concluded to be deprioritized in Rel-18 SI.




