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Introduction
The discussion on the AI/ML study organized under a single thread [140] in RAN4#107. The ad-hoc meeting will discussed some of the topics from the moderator summary in R4-2310023.
Discussion
Performance monitoring tests 
Issue 1-6: Performance monitoring tests 
· Proposals
· Option 1: RAN4 should also study whether tests “post deployment”(e.g. performance monitoring tests) can be developed
· Reporting of monitoring should also be discussed
· Option 2: Performance monitoring after a feature is deployed should be left to implementation
· Option 3: others
· Recommended WF
· TBD
Discussion:
Nokia: if we have an update to the model, if there is no mechanism to update/validate this update, what is value of pre-deployment test? Field performance is not guaranteed in this case
Ericsson: there is part of LCM called monitoring, RAN4 should develop core requirements for this. First we should study whether we can defined core requirements for monitoring. Test could be done by other procedures, not the usual RAN4 procedures of using TE. RAN4 would still have some role in this. 
Proposed Option 3: RAN4 should study whether RAN4 core requirements would be part of model monitoring in LCM
Samsung: we agree with Ericsson in general. Right now there are no post deployment tests. Something that is beyond conformance testing would be beyond RAN4 scope.
Oppo: We share similar view with Ericsson and Samsung. There is no agreement to support model update in Rel-18. We support Option 3. We have different solutions to switch between models.
Vivo: we believe model monitoring should be part of RAN4 study on LCM. Option 1 was triggered by RAN1 discussion. RAN1 should discuss first whether such procedure would be introduced. We agree with Ericsson.
Huawei: we agree with Samsung and Ericsson, we should clarify first “post deployment”. Proponents should clarify how this could be done since there are no such legacy tests. 
Qualcomm: it seems many companies have concern for Option 1. It cannot really be tested under a controllable environment. In post deployment scenario the setup is not controllable. There is an agreement on using RRC/MAC-CE/DCI procedure requirement definition, that can be re-used here. Option 3 is already covered. 
Ericsson: we have core reqs in RAN4 and RAN5 defines the actual tests. We will not be testing with test equipment, we would use RAN1/2 procedures for such tests. To have some useful criteria to assess the performance we would have to define some kind of requirements in RAN4. We should disicuss if RAN4 has a role in the procedures defined by other WGs.
Apple: we are not sure how to study performance or requirements for real time model monitoring. Procedures could be defined but in real deployment, how would RAN4 be involved.
Nokia: if monitoring includes the performance monitoring, Option 3 is fine. It seem difficult to accept allowing some changes to the models without some sort of testing. One option is to have monitoring procedures in live network. If a new model is deployed and performance is degraded, this should be stopped. 
Ad-hoc chair: updates are already happening today and there is no procedure to test that
Ericsson: we do not know how UEs would behave after updates. UEs could report the accuracy of a model, could be discussed how that relates to the ground truth. 
Option 3: RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM

Beam prediction requirements
KPIs and metrics for beam prediction should be studied issues and candidate options before meeting:
Issue 2-3: Beam prediction requirements/metrics/KPIs
· Proposals
· Option 1: RSRP accuracy
· Option 2:
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 3: throughput
· Option 4: others
· Recommended WF
· TBA
Discussion:
Mediatek: in RRM we normally use power measurement. We should keep Option 1 & 2, discard option 3
Nokia: Option 2 could be prediction. We support to study all options, including 3.
Ad-hoc chair: how would we evaluate option 3?
Apple: option 1 should be the baseline, we do not see how throughput could be used. For option 2, top-1(%) is very vague. These are KPIs that RAN1 is using, we do not think Option 2 is feasible.
Samsung: all this discussion is related to inference? RAN1 discussion has not progressed enough. This can also be implemented in gNB side also. Depending on how we use AI, all options can be considered. Beam prediction is based on reporting or implemented in the UE. 
Ad-hoc chair: should be the UE side, we would not define requirements for the gNB.
CMCC: Option 1 and option 2 should be further studied, for 1 absolute and relative should be considered. 
Huawei: we should add something similar to what we have for CSI metrics: metrics for beam management inference performance. We should delete option 2 since it is too early to talk about these metrics here. “genie aided” is very confusing, this might be available in the test. 
Ericsson: it will be difficult to do down selection but would be useful. We could remove “genie aided” even if we could know in the test which is the strongest beam. Doesn’t seem that Option 3 would be useful.
Qualcomm: it could be problematic to use some of these metrics for requirement definition. There could be many different conditions. Option 2 could be problematic because of measurement accuracy error.
Metrics to be studied for evaluation of beam management inference performance:
· Option 1: RSRP accuracy
· Option 2:
· Top-1 (%): the percentage of “the Top-1 strongest beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 strongest beam is one of the Top-K predicted beams”
· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K strongest beams”
· Option 3: other options could be considered


Positioning KPIs/metrics
KPIs/metric to be used for positioning accuracy should be discussed
Issue 2-4: Positioning KPIs/metrics
· Proposals
· Option 1: positioning accuracy: Ground truth vs. reported
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: others
· Recommended WF
· TBA
Discussion:
Oppo: we need to differentiate AI/ML assisted positioning and AI/ML direct positioning. For direct positioning the only output is a position so only Option 1 can be used. Other metrics can be used for the assisted positioning. We should keep all of them but we can differentiate based on sub use cases. 
Ericsson: why don’t we include all positioning methods? We have a lot more positioning methods, RSRP based, etc. we should not necessarily limit ourselves to what RAN1 is using.
Qualcomm: we already have some of these procedures but there are no RAN4 requirements. We should justify why there is no requirement for legacy but we would have one with AI/ML. If we conside this, we sould only do RSTD.
Nokia: as per our understanding there are some reqs for UE based positioning. 
Samsung: all these options are the output of the AI model, for 1-4, AI is used as assistance. There is one concern if testing the AI output is not possible, there would be no requirements to guarantee the performance. 
Vivo: for option 1, the ground truth might be available, it should be de-prioritized. 
Nokia: what is the model output is the question. We should test the algorithms somehow. 
Ericsson:we should remove option 1
Huawei: what is path phase
Oppo: we also have concern for option 3. We cannot yet delete Option 1. Or we should delete all options and only look at accuracy for metrics used as model input. 

KPIs/metrics to be studied for positioning:
· Option 1: positioning accuracy: Ground truth vs. reported
· only option available for direct positioning
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: PRS RSRP
· Option 6: others
Companies proposing Option 3 should clarify how this is used for positioning evaluation
Whether option 1 can be used in RAN4 tests as a metric should be further analyzed
RAN4 should also study whether defining a requirement for existing procedures could only be done when AI/ML is used.



Reference block diagram for 1-sided model
A reference block diagram was discussed in previous meeting, it seems useful to open this discussion again to have a better understanding of the testing framework
Issue 3-1: Reference block diagram for 1-sided model
· Proposals
· Option 1: Fig.2 from R4-2309317

· Option 2: Figure should be amended to also include verification at the UE side? 
· Recommended WF
· Further discuss 
Please provide comments on any changes/clarifications that should be made
Discussion:
Qualcomm: several blocks are missing, how the model monitoring acquires ground trugth or reference for comparison of test result. Link between model control and DUT is not yet agreed. performance verification is only a logical connection or it also has to be a physical connection? We could have something like this as baseline.for specific cases this could be different.
Vivo: it’s a good starting point, we have some comments on the scenario generator. The logical link might exist or not between procedure verification and UE reporting, needs further study. We might need some clarification on each terminology.
Samsung: thanks for the comments. LCM verification will depend on the use case. This is a general diagram, for certain use cases some blocks would not be used. This is a super set. For the actual terminology, there will be something in the TR. For scenario generator, this can be discussed. To QC: these are detailed questions, for 1 sided model how UE can do without the ground truth, it would be a case by case discussion. Model applicability would be up to UE. Detailed performance might not be needed
Ericsson: good starting point. Looking at Option 2, we should clarify that this is about conformance testing. Option 2 would relate more if we were using core reqs for performance monitoring in the field. This is for lab test, it should be clarified.
Huawei: thanks Samsung for the effort to provide this, even without this diagram we talked about many things. Some blocks are confusing, other groups might think that if something is in this diagram, it might be tested. We have to check all the block before agreeing anything.
Oppo: regarding monitoring/activation, this could be handled by the TE in some cases

Reference block diagram for 2-sided model
Issue 3-2: Reference block diagram for 2-sided model
· Proposals
· Option 1: Fig.3 from R4-2309317

· Option 2: Figure should be amended to also include verification at the UE side?
· Recommended WF
· Further discuss 
Please provide comments on any changes/clarifications that should be made
Discussion:
Nokia: why there is a connection from inference towards model scenario generation (decoded CSI)
Samsung: good point: model inference for the decoder will generate the decoded CSI. Will depend on CSI, we can discuss.
Oppo: we would need something similar for the network side. 


Encoder/decoder options for 2 sided model
A good understanding of advantages/disadvantages (pros/cons) of each option is needed before making any decision on feasibility of each option. Some advantages/disadvantages are already included based on the inputs in this meeting, these should be further discussed/studied to compile a comprehensive list. The list below considers the case in which the encoder(UE side), however, this should be interchangeable with the decoder(gNB side) for decoder testing. Also, input from TE vendors on feasibility, pros/cons from a TE implementation point of view is needed.
Issue 3-3: Encoder/decoder for 2-sided model
· Proposals
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Advantages:
· Joint encoder/decoder design by the UE vendor can alleviate the impact of model mismatch and any potential performance limitation due to a decoder, and therefore better capture the native performance of the encoder.
· Leaving the reference decoder design and training to UE vendor avoids the limitation on UE encoder design implicitly imposed by the reference and allows UE vendors to update the model when new AI/ML model with better performance is developed in the future.
· Reduce RAN4 loading on specifying a reference decoder.
· Disadvantages:
· Encoder is jointly designed/trained with decoder, and may or may not work for the decoders in the field which may have a model structure mismatch and/or may not be jointly trained. How much performance degradation due to such mismatch and lack of joint training depends on further study of model mismatch and training method impact. And note that collaboration procedures between network and UE vendors can reduce this impact.
· Possible lengthy RAN4 discussion due to large performance span from alignment results
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Advantages:
· Can test with real infra vendor decoder, no additional RAN4 decoder  used in practice and the test can reflect the performance in the field.
· Disadvantages:
· It’s not clear which network vendor provides the decoder to the TE. If the spec requires UE to pass the same test for all the models provided by different network vendors, the test burden is very large and not feasible for UE vendors.
· It is not clear how to define a requirement for models provided by different network vendors. The achievable performance may vary from models to models, and if there are a few models perform worse than other models, UE may fail the test due to a model provided by network vendor of which UE vendor doesn’t have control. Then this test can’t verify UE performance. 
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Advantages
· Simpler testing procedure since TE can directly implement the decoder, otherwise the decoder format has to be defined so that TE can load external decoders
· Disadvantages
· Possible lengthy RAN4 discussion to agree on one (or more) fully specified reference decoder
· Encoder is designed/trained with full decoder knowledge, and may or may not work for the decoders in the field which may have a model structure mismatch. How much performance degradation due to such mismatch depends on further study of model mismatch impact. And note that collaboration procedures between network and UE vendors can reduce this impact.
· If the ideal fully specified reference decoder design that works for all types of encoders is not feasible, and network vendors do not consider the fully specified reference decoder as part of their implementation, there are potential issues:
· UE has to implement an additional encoder only for the RAN4 test, or the UE encoder implementation flexibility is limited by the RAN4 test
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Advantages
· TBD
· Disadvantages
· When the reference decoder is partially specified, the unspecified part is left to TE vendor implementation, and a similar problem is observed as in option 2: The achievable performance may vary from TE to TE depending on the different design, and if there are a few TE models perform worse than other TE models, UE may fail the test due to a model provided by TE of which UE vendor doesn’t have control. Then this test can’t verify UE performance.
· Given that different TEs may have different reference decoders, UE may have to implement multiple encoders when test against TE models, which increases UE vendor’s burden.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Advantages
· TBD
· Disadvantages
· TBD
· Recommended WF
Pros/cons to be further discussed and refined until a comprehensive list is built
Discussion:
Ericsson: what is the relation between this and the discussion in RAN1. We cannot independently decide without understanding how training and inference
Ericsson: advantage for UE vendor, it could be a disadvantage for the network. Decoder supplied to the test will determine what we need to use at the network side. 
Nokia: we agree with Ericsson. There are discussions about training, we might come up with a solution not supported by RAN1. Goal of testing is to ensure that an encoder works with different decoder. What is the point of such testing? We do not know actual performance from this. Our preference is to agree on certain rules about the architecture of the decoder or complexity but we should not define exact parameters. We should have a combination of Option 4 + Option 6.
Samsung:this whole discussion is about testing. It is related to RAN1 discussion, we still should discuss because we need to define tests. Option 1 looks like students having an exam with the problems written by the students. UE would obviously pass the test. Seems none of the options would be perfect. Do we need to study this. 
Apple: which option we choose will depend on which type of collaboration we will define requirements for. We need to keep all the options open.we can not downselect. 
Qualcomm: question to everyone on option 3. How will this decoder be used in practice? If this part of implementation or used as reference for UE implementation, it could address some of the Ericsson comments. This could have the same disadvantages as option 1. Option 4 has a big problem of decoder quality. The decoder would need to have a certain performance otherwise the overall performance would not be good. For Optoin 2 and 4, how do we know the decoder is good enough.
Vivo: small difference between Option 3 and 4. I agree with what QC said about Option 1 and 2. We do have a reference receiver architecture to define legacy reqs. We might specify or partially specify a decoder, if UE can achieve better performance, there is no problem. Options 3 and 4 would make it easier to define a test from a RAN4.
Ericsson: one unknown is how much degradation there is with a mismatch between the encoder and the decoder. Another option is to study whether we can define a requirement which includes the possibility of having an encoder that can handle many encoders. The test would be that the encoder pass the test with multiple decoders.
Oppo: we have concern on Option 2, it would reflect the field test performance. If the test encoder is proposed by the network vendor, the data set to derive the model might be too small. 
Huawei: all companies are focusing on option 1-4. For option 5, the motivation is not clear. Option 6 is confusing. We should de-prioritize Options 5 and Option 6.
Nokia: we should keep Option 6, this could be jointly trained
Qualcomm: option 6 is confusing. If decoder is specified, what training is needed? Will encoder be loaded by the UE?
Vivo: what is test environment vendor? Is this just a test equipment vendor?
Nokia: decoder is not fully given inOption 6. Model will be trained even if model is created according to certain rules.
Nokia
Agreement:
Companies are invited to bring further input on merits/de-merits/feasibility of Options 1-4.
Proponents of Option 6 should bring clarifications on how this option would be used to implement RAN4 tests.


Decoder design principles for RAN4 specified decoder/encoder (option 3):
In order to establish the feasibility of a RAN4 specified decoder, some design principles should be agreed
Issue 3-4: Design principles/conditions for RAN4 specified decoder/encoder
· Proposals
· Option 1: 
· In WI phase, RAN4 to agree on complexity limitation based on feasibility of TE implementation and common complexity range considered by network vendors for decoder deployment. 
· RAN4’s choice of reference decoder/encoder should avoid its impact on the implementation choices, including complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field with different propagation conditions and configurations than RAN4 test design if possible
· The reference decoder/encoder choice should correctly reflect the UE performance in the test RAN4 to study if the following principle is feasible: UE with an encoder that performs well when paired with an intended decoder shall pass the test when paired with the reference decoder; UE with an encoder that performs poorly even when paired with an intended decoder shall fail the test when paired with the reference decoder. 
· Option 2: Other principles/conditions, please provide proposals
· Recommended WF
Further discuss these principles to build a list that would be used to further study the feasibility
Discussion:
Samsung: seems to be a WI procedure. We should say something like whether we will have a 2 -sided mode use case.
Ericsson: 2nd bullet is a nice aspiration, not clear if it is possible. 
Vivo: 2nd bullet should be applied for both encoder/decoder. 3rd bullet is too early to be agreed on as a design principle
Oppo: similar view with vivo. We should remove the 3rd bullet if we were to agree anything. The 3rd bullet is not agreeable.
Qualcomm: 1st bullet is the complexity for the WI phase. This is just a principle, actual discussion on the limitation will happen in the WI phase. 2nd and 3rd bullet all have this intention, these would be used when deriving the actual decoder to be used in the tests. The test design should correctly reflect the UE/gNB performance. We already disussed about the feasibility of 2nd part of 3rd bullet. 
Nokia: these principles should also be applicable to other options(3 and 4).
Ad-hoc chair: should we continue this discussion?
Ericsson: we should continue the discussion on such principles. We need to prioritize what to discuss but these are issues that need to be solved.
Qualcomm: we do not need to keep discussing all these. 1st and 2nd bullet seem mostly agreeable. This is for 2-sided model. Can we agree 1st and 2nd bullet?
Vivo: UE/gNB should be allowed to implement the reference encoder/decoder if it wants to
Ad-hoc chair: intention is not to put any limitation on the UE so this is definitely not precluded
Tentative agreement: 1st and 2nd sub-bullet to be further refined.
· If 2-sided model is to be used in WI phase, RAN4 to agree on complexity limitation based on feasibility of TE implementation and common complexity range considered by network vendors for decoder deployment. 
· RAN4’s choice of reference decoder/encoder should avoid its impact on the implementation choices, including complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field with different propagation conditions and configurations than RAN4 test design if possible





Requirements definition for a feature/functionality vs a specific model 
Issue 1-5:  Requirements definition 
· Proposals
· Option 1: Requirements/tests should be defined on a feature level, not for a specific model
· Option 2: Requirements/tests can be defined for a specific model
· Option 3: Requirements/tests can also be defined for a specific model if this is often seen in deployments and can easily be differentiated from other models
· Option 4: Requirements/tests can be defined as follows:
· Task level test
· Model level test
· Test for generalized performance
· Test for scenario based performance
· Option 5: others (combination of above also possible, please provide a clear proposal)
· Recommended WF
· TBD
Discussion:


RAN4 testing goals 
Issue 1-7: RAN4 testing goals
· Proposals
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 or 2 depending on test
· Option 4: other proposals
· Recommended WF
· TBD
Discussion:


Requirements for model transfer/delivery
Issue 2-7: Requirements for model transfer/delivery
· Proposals
· Option 1: RAN4 should study requirements for model transfer/delivery
· Option 2: RAN4 should not study requirements for model transfer/delivery
· Recommended WF
· TBA
Discussion:
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