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Introduction
This is the summary thread for issues related to NR AI/ML study in RAN4.  A WF summarizing many topics/issues to be further studied and discussed was agreed in the previous meeting in R4-2306299. This summary is organized in 3 high level topics and contains several sub-topics for discussion. 
Topic #1: General and work plan
This section contains the sub-topics regarding general issues and possible work plan revisions.
Companies’ contributions summary
	T-doc number
	Company
	Proposals / Observations

	R4-2307141
	CAICT
	Proposal 1: Requirements for data collection could be considered and discussed separately for each case.
Proposal 2: If obvious gain over legacy performance is observed by AI/ML under a specific test condition, adjustment to the original test environment or definition of new test environment could be considered. Correspondingly, enhancements to legacy requirements under the adjusted or newly-defined environment should also be considered. 
Proposal 3: The impact of LCM procedure should be considered when defining the requirements and tests for generalization in RAN4.
Proposal 4: For test cases defined in RAN4, it should consider to take model and computational complexity as KPIs. Certain limits on the model and computational complexity could also be specified for some cases. Number of model parameters and FLOPs could be taken as starting point.

	R4-2307728
	vivo
	Proposal 1: Requirements for data collection need to be considered, at least for AI/ML based positioning use cases.
Proposal 2: For AI/ML use cases with existing legacy performance requirements, legacy performance requirements may be used as baseline for generalization performance, which should be further studied during WI phase.

	R4-2308030
	Nokia, Nokia Shanghai Bell
	1. 	Training of one-sided UE- or NW-based models can be expected to be done offline and even outside of the 3GPP model. However, training of DUT and TE sides of the two-sided model might need to be coordinated, including the exchange of the information of the counterpart model(s) and common dataset for training.
1. For Release 18, RAN4 does not need to study requirements/tests for training for one-sided models. However, for two-sided models, assumptions on model training or model pairing for DUT and TE needs to be clarified in RAN4. 
A general framework on data collection is discussed in RAN2 and use-case specific data collection needs are discussed in RAN1. There are already RAN4 requirements on MDT in TS 38.133.
Proposal 1: Requirements on data collection (e.g., accuracy, specific configurations, time-stamp, etc.) should be discussed in RAN4 based on the outcomes of RAN1 and RAN2 discussions.
Proposal 2: For the cases with the existing legacy performance, only mandatory supported features can be considered for the baseline performance in the requirements.
Proposal 3: RAN4 requirements should be defined on the level of Functionality/Feature. A Logical/Physical ML Model can be identified but only as an enabler of the feature/functionality and should not be tested in isolation from the feature/functionality, i.e., model- specific requirements and tests shall be precluded.
Changes in the radio conditions might cause either (temporary) degradation of the currently active Functionality or deactivation/switch of the ML-enabled Functionality, or ML Model, and use of a legacy/ fallback algorithm.
Proposal 4: Generalization capabilities of AI/ML-enabled features can be tested not only in stationary radio conditions (e.g., each applicable conditions separately) but also in scenarios when the radio conditions are changing (e.g., across different applicable conditions). The performance of legacy feature, if available, can be still used as a baseline in various conditions.
The new aspect is that performance of the AI/ML-enabled features can be different in the test environment and in the field because the changes/updated of the underlying physical models can take place.
Monitoring procedures implemented as a part of LCM can only be used to mitigate performance degradation in a reactive manner, i.e., after badly performing functionality/model is rolled out to the devices and degradation is identified in the field.
Proposal 5: RAN4 testing framework should be extended to validate/test post-deployment changes in AI/ML-enabled features before they are activated at the devices, i.e., before possible degradation is observed based on LCM monitoring.

	R4-2308796
	Ericsson
	Proposal 1: Terminology and description table in R4-2305779 is updated as in Table 1.
Table 1. Terminologies agreed in RAN1 and to be used for RAN4 discussion on use of AI/ML for CSI feedback enhancements, beam management, and positioning accuracy enhancements.
Table can be found in the tdoc

	R4-2308802
	MediaTek inc.
	Proposal 1: RAN4 needs to discuss how to define the requirements and test cases for both UE-initiated and NW-initiated model/function selection/(de)activation/switching/fallback.
Proposal 2: For NW-initiated model/function selection/(de)activation/switching/fallback, the starting point of the delay requirements can be the triggering command to be defined in other WGs.
Proposal 3: For NW-initiated model/function selection/(de)activation/switching/fallback, the ending point of the delay requirements can be the complete indication to be defined in other WGs, if any.
Proposal 4: At least two components are essential in the delay requirements of NW-initiated model/function selection/(de)activation/switching/fallback. One is the time to decode the triggering command. Another is the time needed for model/function change or model/function status change.
Proposal 5: Further discuss whether and how model/function complexity impact the delay requirements of model/function selection/activation/switching.
Proposal 6: For UE-initiated model/function selection/(de)activation/switching/fallback, Model/Functionality monitoring would be one of the procedures in both the delay requirements and test cases.
Proposal 7: For UE-initiated model/function selection/(de)activation/switching/fallback, when the trigger condition is satisfied, the procedure will be basically the same as NW initiated model/function selection/(de)activation/switching/fallback.
Proposal 8: Discuss Model/Functionality monitoring per use cases.
Proposal 9: Discuss how to define the delay requirement of model updating (not include model parameters and/or model structure transfer procedure). 
Proposal 10: Discuss the delay requirements of model updating for open format and proprietary format separately.
Proposal 11: RAN4 can prioritize to consider throughput/BLER or CSI report (CQI/PMI/RI) as test metrics for CSI feedback enhancement.
Proposal 12: It is the simplest way to perform the test if reference encoder/decoder are fully specified in specification. For the reference encoder/decoder in two-sided model, RAN4 can first study how to fully specify reference encoder/decoder in specification.
Proposal 13: For AI/ML of beam management, RAN4 does not need to define requirements or test cases for the metric “overhead reduction”. 
Proposal 14: Not to discuss how to choose Set A & Set B and also the simulation/test parameters for defining requirements and test case in RAN4 in this SI.
Proposal 15: Not to use throughput as a test metric for beam prediction AI/ML model.
Proposal 16: To evaluate the performance of BM AI/ML models, use AI/ML model output as a basis for further discussion on the metrics.
Proposal 17: The accuracy requirements of the output L1-RSRP of BM AI/ML model should not be tightened than legacy L1-RSRP accuracy requirements.
Proposal 18: The beam prediction accuracy discussed in RAN1 can be used as a reference when define the pass rate during repeated tests.
Proposal 19: The different complexity of AI/ML model will result in different performance. When introducing the requirements for AI/ML, the complexity should be considered. RAN4 should define requirements with reasonable complexity and how to measure the complexity and what is the reasonable complexity can be further discussed.

	R4-2308877
	Huawei,HiSilicon
	Proposal 1: During Q3, handle CSI reporting in demod session from performance requirements definition perspective. After Q3, CSI reporting will also be handled in RRM if RAN1/2 achieve sufficient agreements on procedures related to core requirements. 
Proposal 2: Legacy requirements for existing use in RAN4 may not be applicable when define AI/ML performance requirements, if the effect of operations from the opposite side is not eliminated or well controlled.
Proposal 3: RAN4 AI/ML testing goal is identified from the following options.
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test.
Proposal 4: For one-sided model, take RAN4 testing goal - verifying whether the performance gain of AI/ML model can be achieved for a static scenario/configuration - as a starting point.
Observation 1: Potential performance/core requirements are seen both for model monitoring at UE side and at NW side.
Proposal 5: RAN4 studies the following requirements for model/functionality monitoring if needed.
· UE-side monitoring:
· accuracy of monitoring results reporting
· reporting latency of monitoring results
· NW-side monitoring
· accuracy of AI/ML model/functionality monitoring-dedicated reporting/measurements
· latency of AI/ML model/functionality monitoring-dedicated reporting
Observation 2: The performance of model/functionality selection is reflected by the performance of model inference.
Proposal 6: RAN4 studies the following requirements for model/functionality selection.
· UE-side model/functionality selection as indicated by NW
· Latency/interruption of model/functionality selection
Observation 3: The performance of model/functionality activation/deactivation/switching/fallback is reflected by the performance of model inference, if transparent to the other side. 
Proposal 7: RAN4 studies the following requirements for model/functionality activation/deactivation/switching/fallback requirements.
· UE-side model/functionality activation/deactivation/switching/fallback as indicated by NW
· Latency/interruption of model/functionality activation/deactivation/switching/fallback
Proposal 8: Study the necessity, benefits and testability of data collection for model training/inference/monitoring in each use cases, if RAN1/2 define online AI/ML dedicated data collection procedure. 
Proposal 9: RAN4 does not need to study requirements/tests for model update.
· If other WG defines the model update procedure, RAN4 may need study to define the requirements for it.
Proposal 10: RAN4 deprioritizes the discussion on requirements definition for model /transfer/delivery until RAN1/2 achieve sufficient progress on related signaling/procedure definition. 
Observation 4: For one-sided model generalization verification:
· [bookmark: _Hlk135230974]If model training, model inference, model monitoring and model management are at the same side, the generalization can be verified by defining non-stationary scenarios/configurations. 
Observation 5: For two-sided model generalization verification:
· If RAN4 testing goal for AI/ML is to verify whether a specific AI/ML model can be conducted in a proper way, there may no need to define requirements for generalization verification.
· If RAN4 testing goal for AI/ML is to verify whether the performance gain of AI/ML model can be achieved for specific scenarios/configurations, the generalization can be verified by defining non-stationary scenarios/configurations.
Proposal 11: RAN4 studies the following options for generalization verification test, if needed. 
Assume that the model has the generalization/scalability capability among N scenarios/configurations, N>1, following options should be studied for test setup:
· 1 scenario/configuration is randomly selected from the N scenarios/configurations
· scenarios/configurations are changing during test according a fixed rule
· scenarios/configurations are randomly changing during test 
· scenarios/configurations are randomly changing during test with a fixed ratio of each scenario/configuration
FFS whether/how to indicate the changing of scenarios/configurations from the opposite side to the entity which is under test.
Proposal 12: We propose the following terminology to be used in RAN4.
· Reference encoder/decoder for TE
A physical AI/ML model is exactly conducted by TE. 
· Reference encoder/decoder for UE/gNB
A physical AI/ML model for RAN4 calibration purpose or for RAN4 AI/ML minimum performance requirements definition only.

	R4-2308973
	OPPO
	Proposal 1: Based on the progress in RAN1 and RAN2, and the RAN4 scope in the SID, following aspects should be considered:
· Focus on cases and issues with sufficient research progress and consensus in RAN1 and RAN2
· Establish a common testing framework for AI/ML features
· Studying performance requirement and core requirement at the sub use case level

Proposal 2: RAN4 does not need to study requirements/tests for AI/ML model delivery. 
Proposal 3: RAN4 does not need to study requirements/tests for AI/ML model update, AI/ML model transfer. 
	Note: if other WG defines the model update procedure or model transfer procedure, RAN4 may need study to define the requirements for it.

Proposal 4: For RAN4 AI/ML performance requirements and tests, following options should be considered,
	Option 1: Task level test
	Option 2: Model level test
	Note, model input/output may be different from the task input/output in some cases, e.g. consider the pre-	process/post-process, the relationship between intermediate KPIs and system KPIs.
	Option 3: Test for generalized performance
	Option 4: Test for scenario-based performance

Proposal 5: Regarding the AI/ML life cycle management impacts and performance monitoring, following aspects should be studied.
· KPIs, including 
		- Eventual KPI (e.g., Throughput, BLER, Positioning accuracy)
		- Intermediate KPI (e.g., SGCS, CSI prediction accuracy, BM prediction accuracy, AI assisted positioning measurement)
· Mechanisms to avoid the interference of random effects on the evaluation results, including
		-  Multi-sample involved mechanism
		-  Multi-user involved mechanism



Open issues summary
The open issues were grouped in the following sub-topics for further discussion:
· Requirements for data(training/inference/monitoring) collection
· Handling of AI/ML relative to legacy requirements
· Considerations on AI/ML model complexity
· Mandatory and optional features vs. AI/ML features
· Requirements definition for a feature/functionality vs a specific model
· Performance monitoring tests
· RAN4 testing goals
· Generalization for one-sided model
· Generalization for two-sided model
· Generalization testing options
· Terminology update
Sub-topic 1-1
Requirements for data(training/inference/monitoring) collection
Issue 1-1: Requirements for data(training/inference/monitoring) collection 
· Proposals
· Option 1: Should be discussed for each case
· Option 2: Training data collection should be left to implementation
· Option 3: Others
· Recommended WF
· To be discussed

Sub-topic 1-2
Handling of AI/ML relative to legacy requirements
It was already discussed/agreed that in the case in which a legacy procedure/requirement exists this will be taken as baseline. It is possible that AI/ML would only address a sub-feature or only a certain scenario. In this case the test procedure/requirement could be different or adjustments might be needed to the original requirements
Issue 1-2: Handling of AI/ML relative to legacy requirements
· Proposals
· Option 1: Enhancements to legacy requirements/tests could be considered as necessary. Enhancements to legacy requirements should also be considered. 
· Option 2: Enhancements to legacy requirements/tests could be considered as necessary. Enhancements to legacy requirements should not be considered as these would not be in the scope of AI/ML enabled enhancements.
· Option 3: Requirements/tests for AI/ML should follow the legacy framework
· Option 4: others
· Recommended WF
· TBA
Sub-topic 1-3
Considerations on AI/ML model complexity 
Issue 1-3: AI/ML model complexity handling
· Proposals
· Option 1: KPIs related to model computation complexity should be considered
· Actual KPIs can be further discussed: FLOPS, number of parameters, etc
· Option 2: No need for such detailed consideration as actual KPIs, complexity of a model should only be discussed whether feasible/no feasible
· If not feasible, certain model should simply be dropped
· Option 3: other considerations
· Recommended WF
TBA

Sub-topic 1-4
Mandatory and optional features vs. AI/ML features 
AI/ML based features will be compared to legacy features in case they are already defined. Whether optional features should also be considered for such comparisons can be discussed
Issue 1-4: Handling of mandatory/optional features and AI/ML based features
· Proposals
· Option 1: Only corresponding mandatory features should be considered for establishing a baseline performance
· Option 2: Both corresponding mandatory and optional features should be considered for establishing a baseline performance
· Option 3: Mandatory and Optional features should both be considered, however, if the AI/ML based feature has significantly lower complexity (easier to implement) then they could be considered as new features and legacy performance should be used as baseline
· Option 4: others
· Recommended WF
TBA

Sub-topic 1-5
Requirements definition for a feature/functionality vs a specific model 
Issue 1-5:  Requirements definition 
· Proposals
· Option 1: Requirements/tests should be defined on a feature level, not for a specific model
· Option 2: Requirements/tests can be defined for a specific model
· Option 3: Requirements/tests can also be defined for a specific model if this is often seen in deployments and can easily be differentiated from other models
· Option 4: Requirements/tests can be defined as follows:
· Task level test
· Model level test
· Test for generalized performance
· Test for scenario based performance
· Option 5: others (combination of above also possible, please provide a clear proposal)
· Recommended WF
TBA

Sub-topic 1-6
Performance monitoring tests 
Issue 1-6: Performance monitoring tests 
· Proposals
· Option 1: RAN4 should also study whether tests “post deployment”(e.g. performance monitoring tests) can be developed
· Reporting of monitoring should also be discussed
· Option 2: Performance monitoring after a feature is deployed should be left to implementation
· Option 3: others
· Recommended WF
TBA

Sub-topic 1-7
RAN4 testing goals 
Issue 1-7: RAN4 testing goals
· Proposals
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 or 2 depending on test
· Option 4: other proposals
· Recommended WF
TBA

Sub-topic 1-8
Generalization for one-sided model 
Issue 1-8: Generalization for one-sided model 
· Proposals
· Option 1:	If model training, model inference, model monitoring and model management are at the same side, the generalization can be verified by defining non-stationary scenarios/configurations.
· Option 2: Use non-stationary scenarios/configurations and also use legacy performance as “fallback” to ensure robustness
· Option 3: other proposals
· Recommended WF
TBA
Sub-topic 1-9
Generalization for two-sided model
Issue 1-9: Generalization for two-sided model 
· Proposals
· Option 1: 
· If RAN4 testing goal for AI/ML is to verify whether a specific AI/ML model can be conducted in a proper way, there may no need to define requirements for generalization verification.
· If RAN4 testing goal for AI/ML is to verify whether the performance gain of AI/ML model can be achieved for specific scenarios/configurations, the generalization can be verified by defining non-stationary scenarios/configurations.
· Legacy performance should still be taken as baseline
· Option 2: 
· Recommended WF
TBA

Sub-topic 1-10
Generalization testing options 
Issue 1-10: Testing for generalization 
· Proposals
· Option 1: Assume that the model has the generalization/scalability capability among N scenarios/configurations, N>1, following options should be studied for test setup:
· 1 scenario/configuration is randomly selected from the N scenarios/configurations
· scenarios/configurations are changing during test according a fixed rule
· scenarios/configurations are randomly changing during test 
· scenarios/configurations are randomly changing during test with a fixed ratio of each scenario/configuration
· Option 2: others/combinations of sub-options from Option 1
· Recommended WF
TBA

Sub-topic 1-11
Terminology update
Issue 1-11: Terminology update
· Proposals
· Option 1: Agree with the terminology update in R4-2308796 (Ericsson) and following additions:
· Reference encoder/decoder for TE - A physical AI/ML model is exactly conducted by TE. 
· Reference encoder/decoder for UE/gNB - A physical AI/ML model for RAN4 calibration purpose or for RAN4 AI/ML minimum performance requirements definition only.
· Option 2: other proposals
· Recommended WF
TBA
Sub-topic 1-12
Issue 1-12: Recommendation for splitting to different sessions
· Proposals
· Option 1: The criteria to discuss in separate sessions should be that independent topics that do not inter-relate and do not depend on the general discussion can be identified.
· Option 2: RAN4 discuss whether the potential topics are independent enough, and also what should be expected from RAN1 when considering e.g. gracefulness of degradation.
· Option 3: others
· Recommended WF
· Discuss which topics could be split to different sessions and whether independent discussions could take place in each session

Topic #2: Specific Issues Related to Use Cases For AI/ML
This section contains the sub-topics regarding specific issues for the different use cases under study. 
Companies’ contributions summary
	T-doc number
	Company
	Proposals / Observations

	R4-2307340
	Apple
	Proposal #1: Use the legacy framework for RRC/MAC-CE/DCI based core requirements.   
Proposal #2: RAN4 can discuss details of the requirements in WI phase based on what is defined in RAN1/RAN2. 
Observation #1: RAN4 shall study to define requirements for features that use AI/ML and if necessary for LCM procedures. 
Proposal #3: The test metrics for performance requirement with features with AI/ML would be – Throughput for CSI reporting, RSRP for beam management. 
Observation #3: RAN1 is still discussing the test metrics/ KPIs for model monitoring.
Proposal #4: RAN4 shall study the procedures for requirements associated with model monitoring based on RAN1 progress. 
Observation #4: The LCM related requirements could be core or performance requirements.
Observation #5: Data collection for offline training is delay insensitive.
Proposal #5: Do not define requirements for data collection. 
Proposal #6: Do not define requirements for transfer/delivery/update. 

	R4-2307572
	CMCC
	Proposal 1: for CSI feedback enhancement, the throughput could be the throughput gain achieved with predicted PMI compared to random PMI.
Proposal 2: for CSI compression, SGCS and/or NMSE can be considered as KPI/test metrics for RAN4 study.
Proposal 3: for beam management, the beam prediction accuracy (absolute or relative) is defined similarly as legacy L1-RSRP measurement accuracy (For example, the absolute prediction accuracy is defined as the difference between predict L1-RSRP and ideal L1-RSRP).
Proposal 4: for beam management, following metrics can be considered as KPI/test metrics for RAN4 study:
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
Note: Top-1 genie-aided beam is the beam that results in the largest L1-RSRP over all Tx and Rx beams
Proposal 5: for direct AI/ML positioning, it is proposed to define positioning accuracy. And the positioning accuracy could be the difference between reported position and ground truth labels.

	R4-2307729
	vivo
	Proposal 1: RAN4 to discuss potential core requirements for the AI/ML procedures after there is sufficient progress in RAN1.
Proposal 2: SGCS and NMSE could be used as test metrics for model monitoring. 
Proposal 3: RAN4 to further consider potential KPIs/test metrics for AI/ML based beam management enhancement after there is sufficient progress in RAN1. 
Proposal 4: No positioning accuracy requirements for direct AI/ML positioning are defined. 
Proposal 5: RAN4 is to study whether requirements/tests should be defined for potential new measurements for channel estimation, including CIR/PDP and existing measurements used for direct AI/ML positioning.
Proposal 6: RAN4 to study potential requirements for new and existing measurements for AI/ML assisted positioning, including ToA, path phase, RSTD, LOS/NLOS indicator and RSRPP
Proposal 7: For AI/ML assisted positioning using existing measurements, legacy core requirements and accuracy requirements could be used as starting point
Proposal 8: Requirements for data collection need to be considered, at least for AI/ML based positioning use cases.
Proposal 9: Requirements for model transfer/delivery should be considered and discussed.
Proposal 10: It is necessary to define requirements for verifying generalization performance.
Proposal 11: RAN4 is to further study how to define generalization performance requirements.

	R4-2308526
	Ericsson
	Observation 1	RAN4 requirements should ensure correct and predictable operation, and not all requirements may directly predict performance improvements.
Observation 2	Simply meeting existing RAN4 requirements may not demonstrate that an AI model provides better performance than a deterministic algorithm “baseline”.
Observation 3	There is a need to understand how generalizable deterministic algorithms are, and how their performance varies depending on conditions. This is likely to be use-case specific.
Observation 4	The task in RAN4 is to study how to provide requirements and tests that prove that an AI model can generalize
Observation 5	It is important to understand, for each use case, whether the AI model generalizes smoothly and what level of performance degradation is seen.
Observation 6	If the generalization behaviour of the model is not smooth, testing under a large variety of short samples of different conditions could be considered.
Observation 7	In some circumstances, generalization may not be desirable. However, RAN4 requirements and tests may be difficult to define for such cases.
Observation 8	For the study, RAN4 should consider the feasibility of and how to set requirements that could be monitored as part of a model monitoring LCM stage. How and where the monitoring would be arranged may not be in RAN4 scope, but suitable requirements might be.
Observation 9	One approach to model update could be verification of an update in lab conditions before it is downloaded. RAN4 should consider whether hardware specific testing of compiled models would be needed.
Observation 10	Possibly model monitoring could be used to detect non-compliant updates.
Observation 11	If UEs can switch models (for the same functionality) autonomously, then RAN4 requirements and testing may need to ensure that the switching is implemented such that the right model is used and RAN4 requirements met in all scenarios.
Observation 12	If switching is based on UE indications, then RAN4 requirements may be needed to ensure consistency in the UE indications.
Observation 13	Requirements on interruption time, activation time etc. may be needed for model switching.
Observation 14	There is a need to disentangle considerations on 2-sided model interoperability and training from testing.


Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN4 study (possibly on a per use-case basis) the expected generalizability and degradation expectation for deterministic algorithms fulfilling existing requirements.
Proposal 2	RAN4 contact and get a detailed understanding from RAN1 of how graceful the degradation of AI model performance with changing scenario parameters is expected to be for each of the use cases.
Proposal 3	Where AI degradation is not smooth with changing parameters (for an AI model not trained over a wide enough range of scenarios), RAN4 study possible mechanisms for testing generalizability.
Proposal 4	RAN4 study how to define requirements that could be monitored after deployment.
Proposal 5	RAN4 study whether lab-testing of a model prior to an update (possibly on target hardware) is feasible to ensure 3GPP compliance.
Proposal 6	RAN4 to consider whether model monitoring can be used to detect non-compliant model updates.
Proposal 7	RAN4 to liaise with RAN1 on model switching and study how to define requirements to ensure that compliance is maintained in all scenarios considering also switching.
Proposal 8	RAN4 study the impact on performance of compiling an abstract model onto specific hardware.


	R4-2308602
	Nokia, Nokia Shanghai Bell
	1. In the WF document, throughput terminology can be confusing because absolute throughput as a KPI could not be a feasible indicator. 
1. The throughput KPI should be “the relative gain in Throughput”. It would also then be comparable to the legacy CSI framework. 
The transformer-based CSI compression model outperforms baseline Rel-16 eTypeII codebook performance based on both the SGCS metric and MU-MIMO throughput performance.  Gains up to the following are seen:
· 6.5%/2.5% in mean/cell edge user throughput in full buffer traffic with maximum rank of 1.
· 8.5%/3.5% in mean/cell edge user throughput in full buffer traffic with maximum rank of 2.
· 4.5%/10.0% in mean/cell edge user throughput in bursty traffic (~80% RU) with maximum rank of 1.
· 13.0%/22.5% in mean/cell edge user throughput in bursty traffic (~80% RU) with maximum rank of 2.
System level simulations of AI/ML-based CSI prediction show gains of around 5% in mean user throughput with SU-MIMO in full buffer traffic.
A re-look of the existing KPIs is necessary due to the gains the AIML enabled functionality brings in with respect to the legacy functionality. 
Definition of new KPIs / Test metrics in addition to the functionality level KPIs and test metrics are essential to test the performance of AIML enabled functionality. 
Proposal 7: [bookmark: _Hlk134806185]RAN4 to study the feasibility of using the intermediate KPIs identified in RAN1/RAN2 as a KPI or metric at RAN4 requirements and procedures. Consider the cosine similarity between actual and recovered eigenvectors as the KPI for assessing the performance of ML-based CSI feedback. 
Absolute Throughput KPIs are not feasible to validate throughput related aspects for AI/ML-enabled BM use case. Currently, RAN4 doesn’t have throughput-based requirements for beam management. In RAN1 evaluation method, it is shown that average throughput and cell edge throughput are important performance indicator.
Proposal 8: We suggest to have KPIs on the relative increase in average throughput or cell edge throughput to validate and monitor throughput aspects of the AI/ML-enabled BM use case. We further suggest to study in RAN4
From Table 2 above, Average L1-RSRP difference of Top-1 predicted beam is a KPI/Test metric to be considered in RAN4. 
   For Set B is different to Set A with Set B is wide beam, the KPI for the wide beam codebook design should be both prediction accuracy and throughput performance.
Proposal 9: RAN4 should further study the requirements and test mechanisms for both prediction accuracy and relative throughput performance when set B is wide beam and set A is narrow beam.
Proposal 10: RAN4 further study to include Top-1(%) or Top-K/1(%) prediction accuracy requirements for AI/ML based BM use case.
Proposal 11:    For Set B is different to Set A with Set B is wide beam, the KPI for the wide beam codebook design should be both prediction accuracy and throughput performance.
Proposal 12: RAN4 should further study the requirements and test mechanisms for both prediction accuracy and relative throughput performance when set B is wide beam and set A is narrow beam.
Proposal 13: RAN4 might further consider the requirements of quantization steps of the measurements when evaluating AI/ML based BM use case.
   The performance of the model trained with data affected by both measurement errors and quantization errors can’t be improved by only reducing the quantization step size as the prediction performances are limited by the measurement errors.
Proposal 14: RAN4 should study further the need of requirements for combined measurement and quantization errors.
Benchmark method for positioning accuracy can vary based on different parameters. The selection of the benchmark method should then be performed accounting for the expected achievable accuracy considering the impacting factors. 
Proposal 15: Benchmark positioning method should be selected accounting for its achievable positioning accuracy
The impact of the input accuracy to the AI/ML positioning functionality/model, on the final performance (i.e., UE positioning accuracy) depends on the considered functionality/model parameters and inputs type. 
Proposal 16: Input to the AI/ML positioning functionality/model, measurement accuracy (typically for ToA and RSRP) should be considered.
The CSI use case impacts only PMI part of the CSI reporting requirements. 
Proposal 17: RAN4 should further study the impacts of AI/ML-enabled CSI use cases on the UE performance requirements in TS 38.101-4. A specific new target value of γ (gamma) for AI/ML-enabled CSI use cases can be envisaged.
A new relative throughput performance indicator can be introduced for AI/ML-enabled CSI use cases. 
Proposal 18: RAN4 should further study if a new relative throughput performance indicator would be more suitable for AI/ML-enabled CSI use case, other than the legacy γ (gamma).
Currently there are no use case specific core requirements defined in other WGs. 
Proposal 19: RAN4 should wait until the discussions in other WGs are concluded on the use-case specific topics to see if any core requirements need to be defined.
In case of AIML based CSI feedback use case, interoperability of the DUT and the TE side models is a very important step in the test procedure.
Proposal 20: RAN4 to study the possible ways of defining LCM requirements for CSI feedback specific use case to make sure the specific models of the two-sided model are interoperable. This can be done in RAN4 as a part of the pre-deployment validation of the corresponding models.
Generalization/scalability as a topic is being discussed at length in both RAN1 and RAN2. And most of the items in this are yet to be concluded.
Proposal 21: RAN4 to wait for the conclusion on the generalization and scalability aspects in RAN1/2 to start the feasibility study for defining use case specific generalization/scalability related requirements and tests.


	R4-2308878
	Huawei,HiSilicon
	Observation 1: If the scenarios/configurations are static, there may be no requirements needed for some procedures in LCM, e.g., model switching. 
Observation 2: If the scenarios/configurations are changing during test, then core requirements definition may be needed depending on test procedure. 
· If UE performs monitoring/management transparent to NW, there is no core requirements needed.
· If UE performs monitoring as indicated by NW, and/or the measurement/monitoring results are feedback, then the accuracy of measurement/monitoring results, as well as the latency of measurement/monitoring results reporting may be needed. 
Proposal 1: RAN4 studies the following potential requirements definition for performance monitoring procedure, if the scenarios/configurations are changing during test and the other side is involved in the procedure. 
· [bookmark: _Hlk135253480]Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
Proposal 2: RAN4 studies the potential KPIs/test metrics in AI/ML spatial-frequency CSI compression in Table 3.1.1.
	Table 3.1.1 KPIs/test metrics in AI/ML Spatial-frequency CSI compression 

	Test Objective
	Type 1 NW Joint Training
	Type 3 Separate Training

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
· Accuracy of CSI decompression
	Accuracy of CSI compression
	· Throughput
· Accuracy of CSI decompression
	· Throughput
· Accuracy of CSI compression


Proposal 3: Following options are to be considered if the accuracy of CSI prediction is taken as the test metric.
· Option 1: Ideal CSI is provided by TE
· Option 2: Ideal CSI is provided by DUT
Proposal 4: RAN4 studies the potential KPIs/test metrics in AI/ML Temporal CSI prediction in Table 3.1.2.
	Table 3.1.2 KPIs/test metrics in AI/ML Temporal CSI prediction 

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
	/
	/
	· Throughput
· Accuracy of CSI prediction


Proposal 5: RAN4 studies the potential KPIs/test metrics in AI/ML spatial/temporal beam prediction in Table 3.2.
	Table 3.2 KPIs/test metrics in AI/ML spatial/temporal beam prediction

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Accuracy of BM prediction
	/
	/
	Accuracy of BM prediction


Proposal 6: RAN4 studies the potential KPIs/test metrics in AI/ML assisted positioning in Table 3.3.1.
	Table 3.3.1 KPIs/test metrics in AI/ML assisted positioning

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Measurement accuracy
	/
	/
	Measurement accuracy


Proposal 7: RAN4 studies the following options for generalization/scalability requirements/test, if needed. 
Assume that the model has the generalization/scalability capability among N scenarios/configurations, N>1, following options should be studied for test setup:
· 1 scenario/configuration is randomly selected from the N scenarios/configurations
· scenarios/configurations are changing during test according a fixed rule
· scenarios/configurations are randomly changing during test 
· scenarios/configurations are randomly changing during test with a fixed ratio of each scenario/configuration
FFS whether/how to indicate the changing of scenarios/configurations from the opposite side to the entity which is under test.
Observation 3: Different from legacy, the ‘follow PMI’ method is not powerfully enough to eliminate the effect of operations at gNB (e.g., precoding method).

	R4-2308974
	OPPO
	Proposal 1: For RAN4 performance test, at least two aspects need to be considered: 
· Model input, the focus of testing is on whether the input information of the model could be accurately obtained
· model output, the focus of testing is on whether the performance of a given feature could be guaranteed
Proposal 2: RAN4 does not need to study requirements/tests for AI/ML model delivery in each use case. 
Proposal 3: RAN4 does not need to study requirements/tests for AI/ML model update, AI/ML model transfer in each use case. 
	Note: if other WG defines the model update procedure or model transfer procedure, RAN4 may need study to define the requirements for it.
Proposal 4: For AI/ML based CSI feedback, following aspects should be studied in RAN4,
-   Performance requirements
· Measurement accuracy for model input (e.g. CSI-RS measurement accuracy) 
· Performance requirement for model output
· Performance requirement, e.g. by the system throughput or [intermediate KPIs, e.g. SGCS]
· Existed RAN4 test examples for “reporting of PMI” can serve as a reference, e.g. requirement of γ and test settings can be reused or updated
· High priority to test the generalized performance, e.g. under the assumption of UMa/UMi channel
· FFS tests for scenario-based performance
· Testability of two-sided CSI compression should be studied, e.g. whether/how to introduce a reference model(s)
-   Core requirements
· Performance monitoring procedure, including performance evaluation and decision-making procedure
· Model management procedure, including model selection/activation/deactivation, and model switching/fallback
· Latency/interruption requirement for above procedures
· RAN4 does not need to study requirements/tests for CSI model update/transfer/delivery
Proposal 5: For Spatial/Temporal domain beam prediction, following aspects should be considered in RAN4:
-   Performance requirements
· Measurement accuracy for model input (e.g. beam measurement accuracy) 
· Performance requirement for model output
· Both system performance related KPIs(e.g. throughput) and intermediate KPIs (e.g. beam prediction accuracy) should be considered for further study 
· High priority to test the generalized performance
· FFS tests for scenario-based performance
-   Core requirements
· Performance monitoring procedure, including performance evaluation and decision making procedure
· Model management procedure, including model selection/activation/deactivation, and model switching/fallback
· Latency/interruption requirement for above procedures
· Core requirement of CSI compression, especially the LCM related test, needs to be studied based on the progress in RAN1/RAN2
· RAN4 does not need to study requirements/tests for CSI model update/transfer/delivery
Proposal 6:   For AI/ML based positioning, following aspects should be considered in RAN4:
-  Performance requirements
· Measurement accuracy for model input (e.g. measurement accuracy of CIR/PDP/RSRP /RSTD) 
· Performance requirement for model output
· For both directly AI/ML positioning and AI/ML assisted positioning, 90% CDF percentiles of horizonal accuracy should be considered as the performance KPI
· Additionally, for AI/ML assisted positioning, the model output could be ToA, Path phase, RSTD, RSRP, Identification of LoS/NLoS. The accuracy for these intermediate results could be considered
· Whether the test is for generalized performance or scenario-based performance should be studied.
· Note, in RAN1, the positioning performance that meet the 3GPP requirement are mostly derived from scenario-based models
-   Core requirements
· Performance monitoring procedure, including performance evaluation and decision making procedure
· Model management procedure, including model selection/activation/deactivation, and model switching/fallback
· Latency/interruption requirement for above procedures
· Core requirement of CSI compression, especially the LCM related test, needs to be studied based on the progress in RAN1/RAN2
RAN4 R18 does not need to study requirements/tests for CSI model update/transfer/delivery



Open issues summary
The open issues were grouped in the following sub-topics for further discussion:
1 Framework for RRC/MAC-CE-DCI based core reqs
2 Metrics for CSI requirements/tests
3 Beam prediction requirements/metrics/KPIs
4 Positioning KPIs/metrics
5 Performance degradation and robustness/generalization
6 Model monitoring KPIs/testing
7 Requirements for delivery
Sub-topic 2-1
Framework for RRC/MAC-CE/DCI based core reqs
RAN4 specification already define requirements and tests for different procedures/commands which happen at different layers in the UE/network. AI/ML will also use a similar framework so the RAN4 framework can be reused
Issue 2-1: Framework for RRC/MAC-CE/DCI based core reqs
· Proposals
· Option 1: Use the legacy framework for RCC/MAC-CE/DCI based core requirements(e.g. define delay requirements based on multiple delay components)
· Option 2: RAN4 should study a different framework
· Recommended WF
· Option 1

Sub-topic 2-2
Metrics for CSI requirements/tests 
Multiple metrics/KPIs are proposed, RAN4 should decide which should be further studied for both CSI compression and prediction
Issue 2-2: Metrics for CSI requirements/tests
· Proposals
· Option 1: Throughput – absolute throughput or relative throughput
· Option 2: intermediate KPIs like cosine similarity, accuracy of predicted CQI, etc
· Option 3: others
· Recommended WF
· TBA
Multiple options can be discussed
Sub-topic 2-3
Beam prediction requirements
KPIs and metrics for beam prediction should be studied issues and candidate options before meeting:
Issue 2-3: Beam prediction requirements/metrics/KPIs
· Proposals
· Option 1: RSRP accuracy
· Option 2:
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 3: throughput
· Option 4: others
· Recommended WF
· TBA
Multiple options can be chosen
Sub-topic 2-4
Positioning KPIs/metrics
KPIs/metric to be used for positioning accuracy should be discussed
Issue 2-4: Positioning KPIs/metrics
· Proposals
· Option 1: positioning accuracy: Ground truth vs. reported
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: others
· Recommended WF
· TBA
Multiple options can be possible, different metrics can be used for different scenarios
Sub-topic 2-5
Performance degradation and robustness/generalization
The need to study whether some models/features have a smooth performance degradation with changing scenarios and mechanisms to handle cases in which performance degradation is large
Issue 2-5: Performance degradation 
· Proposals
· Option 1: RAN4 should study how performance degrades in different scenarios and ensure robustness/generalization
· Option 2: no need to study performance degradation, just some fallback mechanism is needed
· Option 3: other proposals
· Recommended WF
· TBA
Sub-topic 2-6
Model monitoring KPIs/testing
The possible need for RAN4 to develop some model for testing the accuracy of model monitoring or testing of models prior to update was brought up. Such tests would be completely new to RAN4 testing framework
Issue 2-6: Requirements/tests for model monitoring or prior to update
· Proposals
· Option 1: RAN4 should study the possibility of defining requirements/tests for the monitoring procedure. Possible options listed below:
· Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
· Option 2: Introduce requirements/tests for new models prior to being deployed (test of an updated model)
· Option 3: RAN4 should not study such tests because this is not needed
· Option 4: others
· Recommended WF
· TBA
Multiple options can be discussed
Sub-topic 2-7
Requirements for model transfer/delivery
Issue 2-7: Requirements for model transfer/delivery
· Proposals
· Option 1: RAN4 should study requirements for model transfer/delivery
· Option 2: RAN4 should not study requirements for model transfer/delivery
· Recommended WF
· TBA

Topic #3: Interoperability and testability aspect
This section contains the sub-topics regarding interoperability and testability. 
Companies’ contributions summary
	T-doc number
	Company
	Proposals / Observations

	R4-2307142
	CAICT
	Proposal 1: Further clarifications for different elements of reference block diagram should be included.
AI/ML model control: The content of model control part needs clarification since it was not defined in current discussion. In our thinking, this part shall include model select/switch/fallback/activation/deactivation and model update, which relates to the LCM procedure. Model delivery/transfer could also be added into the reference block diagram as a separate block, considering the support of collaboration level z and the possibility of implementing one-sided model with model training on one side and model inference on a different side.
Test dataset/data generator: Test dataset is used to verify the inference performance of the model under particular conditions (e.g., scenarios/configurations/sites). Different dataset may be used for various conditions. Therefore, constructing test dataset is an important functionality in the test to ensure that the inference performance of an AI/ML model can be properly verified.
Using the same generation method and/or configuration as training dataset to construct test dataset could verify the achievable performance of AI/ML, while using a different method and/or configuration could verify the generalization performance of AI/ML. 
Performance verification: In current diagram, the performance verification is conducted on TE side. We think this part is also possible to be conducted on DUT side. This may depend on the specific use case. Intermediate KPI and/or performance KPI could be considered for performance verification.

Proposal 2: Following aspects could be considered when designing reference encoder/decoder in RAN4: 1) minimize the impact of implementation discrepancy; 2) ensure sufficient future-proof of model design; 3) performance efficiency of reference encoder/decoder.

	R4-2307264
	Qualcomm, Inc.
	Proposal 1: Consider the following as a candidate set of common assumptions for two-sided CSI compression test that should be agreed in RAN4 when defining the test in *WI* phase
· Propagation condition
· CSI report and format in the encoder/decoder pair
· Assumptions for quantization/dequantization scheme/format in the encoder/decoder
· Payload size and format of the latent message
· Output CSI format in the decoder
· Common CSI test configurations: reporting periodicity, antenna configuration, CSI-RS periodicity
Observation 1: The following are observed for the reference decoder provided by the vendor of the encoder under test
· Joint encoder/decoder design by the UE vendor can alleviate the impact of model mismatch and any potential performance limitation due to a decoder, and therefore better capture the native performance of the encoder.
· Leaving the reference decoder design and training to UE vendor avoids the limitation on UE encoder design implicitly imposed by the reference and allows UE vendors to update the model when new AI/ML model with better performance is developed in the future.
· Reduce RAN4 loading on specifying a reference decoder.
· [bookmark: _Hlk135255591]Encoder is jointly designed/trained with decoder, and may or may not work for the decoders in the field which may have a model structure mismatch and/or may not be jointly trained. How much performance degradation due to such mismatch and lack of joint training depends on further study of model mismatch and training method impact. And note that collaboration procedures between network and UE vendors can reduce this impact.
· Possible lengthy RAN4 discussion due to large performance span from alignment results

Proposal 2: Given the advantages listed above, RAN4 can select the reference decoder provided by the vendor of the encoder under test. 
Observation 2: The following are observed for the reference decoder provided by the decoder vendors
· [bookmark: _Hlk135255652]Can test with real infra vendor decoder, no additional RAN4 encoder not use in practice and the test can reflect the performance in the field.
· It’s not clear which network vendor provides the decoder to the TE. If the spec requires UE to pass the same test for all the models provided by different network vendors, the test burden is very large and not feasible for UE vendors.
· It is not clear how to define a requirement for models provided by different network vendors. The achievable performance may vary from models to models, and if there are a few models perform worse than other models, UE may fail the test due to a model provided by network vendor of which UE vendor doesn’t have control. Then this test can’t verify UE performance. 
Proposal 2: The reference decoder provided by the decoder vendors is not preferred due to the above issues.
Observation 3: The following are observed for the fully specified reference decoder
· Simpler testing procedure since TE can directly implement the decoder, otherwise the decoder format has to be defined so that TE can load external decoders
· Possible lengthy RAN4 discussion to agree on one (or more) fully specified reference decoder
· Encoder is designed/trained with full decoder knowledge, and may or may not work for the decoders in the field which may have a model structure mismatch. How much performance degradation due to such mismatch depends on further study of model mismatch impact. And note that collaboration procedures between network and UE vendors can reduce this impact.
· If the ideal fully specified reference decoder design that works for all types of encoder is not feasible, and network vendors do not consider the fully specified reference decoder as part of their implementation, there are potential issues:
· UE has to implement an additional encoder only for the RAN4 test, or the UE encoder implementation flexibility is limited by the RAN4 test
Proposal 3: We propose the following principles to design the decoder derivation procedure for the fully specified reference decoder:
· [bookmark: _Hlk135256405]In WI phase, RAN4 to agree on complexity limitation based on feasibility of TE implementation and common complexity range considered by network vendors for decoder deployment. 
· RAN4’s choice of reference decoder should avoid its impact on the implementation choices, including complexity, back-bone model etc, of UE encoders operating in the field with different propagation conditions and configurations than RAN4 test design.
· The reference decoder choice should correctly reflect the UE performance in the test RAN4 to study if the following principle is feasible: UE with an encoder that performs well when paired with an intended decoder shall pass the test when paired with the reference decoder; UE with an encoder that performs poorly even when paired with an intended decoder shall fail the test when paired with the reference decoder. 
Observation 4: The following are observed for the partially specified decoder:
· [bookmark: _Hlk135256005]When the reference decoder is partially specified, the unspecified part is left to TE vendor implementation, and a similar problem is observed as in option 2: The achievable performance may vary from TE to TE depending on the different design, and if there are a few TE models perform worse than other TE models, UE may fail the test due to a model provided by TE of which UE vendor doesn’t have control. Then this test can’t verify UE performance.
· Given that different TEs may have different reference decoders, UE may have to implement multiple encoders when test against TE models, which increases UE vendor’s burden.
Proposal 4: The partially specified reference decoder is not preferred due to the above issues.

	R4-2307341
	Apple
	Proposal #1: Define a framework with reference decoder for UE performance tests and reference encoder for gNB performance tests.
Observation #1: If reference decoder is partially or fully specified in RAN4, or the test decoder is specified by TE vendor - it is not clear how well it will capture actual decoder implementation in the network.
Observation #2: Using a reference decoder provided by vendor of encoder or decoder such that the encoder and decoder are jointly trained would be the most practical option. 
Proposal #2: For reference decoder for test implementation for 2-sided models in the UE performance tests the reference decoder is provided by the vendor of the encoder under test or the vendor of decoder so that the encoder and decoder are jointly designed and trained.
Proposal #3: Depending on training collaboration type targeted further decide between if vendor of decoder or encoder should provide the reference decoder for UE test.
Proposal #3: Further discuss and clarify the difference between test encoder/deceiver and reference encoder/decoder if any. 
Proposal #4: For reference encoder for test implementation for 2-sided models in the gNB performance tests the reference encoder is provided by the vendor of the decoder under test or the vendor of encoder so that the encoder and decoder are jointly designed and trained.
Proposal #5: Depending on training collaboration type targeted further decide between if vendor of decoder or encoder should provide the reference encoder for the gNB test.

	R4-2307573
	CMCC
	Proposal 1: it is prefered to define requirements and/or tests to verify the generalization/ scalability of AI/ML.
Proposal 2: it is proposed that the generalization/scalability performance can be verified over various scenarios and/or configurations. 
Proposal 3: for two-sided model, RAN4 work could focus on Type1 and Type 3.
Proposal 4:for reference decoder for test implementation for 2-sided models in the UE performance tests, it is prefered that reference decoder is provided by the vendor of the decoder.
Proposal 5: for reference encoder for test implementation for 2-sided models in the gNB performance tests, it is prefered that reference encoder is provided by the vendor of the encoder.
Proposal 6: it is proposed to study inference delay as one of the requirments for AI/ML.

	R4-2307730
	vivo
	Proposal 1: Reference block diagrams in Fig 1 and Fig 2 for one-sided model and 2-sided model, and functional block description in Table 1 are used for test framework for AI/ML.
Proposal 2: In 2-side model use cases, reference encoder and reference decoder, for both sides, are introduced for defining performance requirements for gNB side encoder and UE side encoder, respectively.
Proposal 3: It is expected that same reference decoder/encoder is used for performance requirements are tests.
Proposal 4: The test decoder/encoder need to be clarified, e.g., if it is only for tests.
Proposal 5: Consider to define reference models in RAN4 for defining performance requirements for one-sided model.
Proposal 6: Different reference model, including structure and parameters if needed, are defined for different sub use cases.
Proposal 7: RAN4 also needs to consider how to define tests for data collection and model update/transfer/delivery.
Proposal 8: RAN4 to discuss how tests are defined after there is good progress on requirements for the procedures.

	R4-2308031
	Nokia, Nokia Shanghai Bell
	On RAN4 Testing framework:
Observation 1: Proposed reference diagrams should be based on existing 3GPP interface and consider new RAN2 functional diagrams. Defining requirements and testing of the ML model or ML algorithm/architecture implementation (input features, inference output, hyperparameters, etc.) is hardly possible in RAN4.
Proposal 1: RAN4 requirements, testing methodology and diagrams should be defined for AI/ML-enabled Functionalities and Features (supported by the logical AI/ML Models) and not for isolated AI/ML models.
On core requirements for AI/ML:
Proposal 2: RAN4 to study requirements and testing approaches for Functionality management procedures including the operations needed for (re)configuration, monitoring and selection/(de)activation/ switching.
Observation 2: Any potential ML model updates at the UE side can have a considerable impact on the performance of the ML-enabled Feature and Functionality supported by the ML Model. New monitoring and control mechanisms designed in RAN1 shall be used to protect the network from considerable negative impact on system performance.
Proposal 3: RAN4 to study requirements and testing procedures for monitoring and control mechanisms that ensure consistent and predictable performance of ML-enabled features during the in-field use of the UEs.
Observation 3: Knowledge of delay budgets for life cycle management operations for AI/ML enabled features/functionalities is essential for the reliable network operation, including monitoring and detection of UE side Functionalities behaviour and taking corrective actions.
Proposal 4: RAN4 to consider the design of new core requirements for allowed delay budgets for activation/deactivation/switching of Functionalities, to ensure the network can rely on the outcome of Functionality based LCM actions and corresponding UE behavior.
Proposal 5: RAN4 to discuss the ways of identification and potential impacts of limited device processing and storage capabilities on performance of AI/ML-enabled functionalities.

On LCM related requirements and functional tests:
Observation 4: In the ongoing RAN1 and RAN2 discussions there is no agreement so far on a ML Functional Framework for air-interface purposes, which RAN4 can use to design requirements or functional tests.
Proposal 6: For the use cases with UE-side models and UE-part of two-sided models, RAN4 to consider the design of new Functionality-based LCM related requirements and functional tests starting with the requirements needed for a Functionality operating in (ML) inference mode.
Observation 5: The Functionality inference and Functionality data collection when located in the same node NW/gNB or UE node, can communicate with each other using implementation specific solutions i.e., do not require any RAN4 inter-operability testing.
Observation 6: For UE-side models and UE-part of two-sided use cases, RAN4 needs to address the requirements and tests for the communication interface used for monitoring data transfer between the data collection function at the UE-side and the data collection function at the gNB-side (Figure 2).
Observation 7: For UE-side models and UE-part of two-sided use cases, RAN4 needs to address the requirements and tests for the communication interface used for Functionality Management actions (activation/switching/fallback) towards the UE-side (Figure 2).
Proposal 7: RAN4 to consider the design of new LCM related requirements and functional tests starting with the transmission/exchange of Functionality monitoring data and Functionality management actions based on newly defined UE-gNB interfaces in RAN2.

Requirements on interoperability for ML-enabled Feature/ Functionality:
Observation 8: In the current scope of the AI/ML SI, the interoperability discussion is applicable to two-sided ML solutions, specifically to CSI compression use-case.
Observation 9: Testing setups should ensure TE and DUT vendor-neutral way of testing for newly introduced ML-enabled Features and Functionalities.
Proposal 8: RAN4 to consider interoperability testing aspects, for UE ML-enabled Features and Functionalities for both one-sided and two-sided ML Models in respect to performance monitoring and validation.
Observation 10: Pre-deployment validation of Functionalities and/or ML models across entities for interoperability aspects is a very important step in the test procedure.
Proposal 9: RAN4 to study the possible ways of defining LCM procedures for DUT/TE to enable pre-deployment validation of Functionalities and/or ML model interoperability. This can be covered in RAN4 as a part of the pre-deployment validation of the UE-side Functionalities.
Observation 11: Due to potentially much more frequent updates of ML-enabled Features/functionality, it cannot be not always expected that the updates have been validate and test in specially designed testing environment and with all possible device and network configurations.
Proposal 10: RAN4 to consider presence of ML-enabled Features/Functionality validation capabilities in the live network, triggered and controlled by the network, in addition to the traditional pre-deployment testing approaches.


	R4-2308042
	ZTE Corporation
	Observations:
Observation 1: Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signaling, RS) collaboration between network and UE and no collaboration for level x based on RAN1 outcomes.
Observation 2: For the level y collaboration, it is clarified as the signaling-based collaboration without model transfer.
Observation 3: Two categories of models including Proprietary-format models and Open-format models were proposed by RAN1. For the Proprietary-format models, due to the lack of inter-operation and recognition between vendors, it is hard to standardize based on the unified specification identification.  
Observation 4: Regarding to the Open-format models, the interoperability is feasible.
Observation 5: Data collection provides dataset for multiple modules. Such dataset can be generated online during the test or be pre-generated before the test. From the perspective of test, at least the following aspects should be considered: 
1) Whether the latency of data collection needs to be verified;
2) Whether and how to guarantee the fairness and uniformity of dataset cross different vendors;
3) Whether the verification of dataset availability can be replaced by the performance of the model inference.
Observation 6: No matter how the model capacity is too large or small, the model inference and generalization will be impacted as the figure 2 shows us.
Observation 7: The legacy requirements have not consider the model fitting ability, and the model fitting ability is a kind of new requirements based on the AI/ML method. 
Observation 8: In the current RAN1s’ work assumption, the terminology doesn’t contain the model storage.
Observation 9: Whether the supervised learning can handle the use cases RAN4 agreed, it costs a lot of computational time when doing the training process which is not suitable for online training and the type and features of data is complex and various, so the labeling data is not proper for such complex use cases.
Observation 10: Unsupervised learning is maybe able to handle more complex use cases RAN4 has confirmed, but it doesn’t know the exact output in advance, the model predicted function will be impacted like the CSI prediction and DL beam prediction, so the uncertainty of output has also increased.
Observation 11: model inference is the core component of AI/ML. Two aspects should be considered to verify: 1) The outputs are the results from the AI/ML inference model rather than the traditional solution; 2) The accuracy of outputs meet the requirement.
Observation 12: The model update operations such as model monitoring and model switching aim to provide timely model accompanied by the change of the inference requirement. To verify such model management operation, the performance gain between after and before the model update can be tested. 

Proposals:
Proposal 1: RAN4 shall not study the interoperability aspect for level x based on previous meetings in RAN1.
Proposal 2: RAN4 needs to consider the interoperability for collaboration level y based on more RAN2 progress since it is the signaling-based collaboration.
Proposal 3: RAN4 can focus on the Open-format models firstly, and discuss which core part and performance part requirements should be identified and how to define. On the other side, the test framework and procedure should also be discussed. At the meanwhile, RAN4 needs to wait for RAN1 progress on Open-format models.
Proposal 4: RAN4 shall study the basic structure of the open-format and consider how the common understanding defined between different vendors.
Proposal 5: From the perspective of test, both functionality test and performance test should be considered.
Proposal 6: RAN4 shall consider the model capacity and send LS to RAN1 to add the model capacity in terminology as WF suggested. (Model capacity: Model capacity refers to its ability to fit various functions during model training.)
Proposal 7: RAN4 should study the model fitting ability which is a kind of new requirement compared to legacy requirements.
Proposal 8: RAN4 shall consider the model complexity and send LS to RAN1 to add the model storage in terminology as WF suggested. (Model storage (computational): Additional memory required.)
Proposal 9: RAN4 shall weigh the pros and cons of supervised learning and unsupervised learning and choose different processing methods based on different use cases.
Proposal 10: Based on the analysis for model management especially for the model monitoring and model switching, RAN4 shall consider the specification impact for both of them more specifically. 

	R4-2308189
	VIAVI Solutions
	Observation 1: Which metrics should be used to quantify the detection of data drift and concept drift and whether they should be specified in 3GPP needs to be discussed to measure model QoS and longevity.
Observation 2: Anomaly Detection and Drift Detection are fundamental for healthy ML-based systems, 3GPP needs to discuss in what form these elements should be part of a standardization discussion.
Observation 3: Reference datasets are important in ML, datasets in the Telco world are hard to come by, 3GPP needs to discuss in what form it should approach the establishment of reference datasets to accelerate the building of a healthy ML ecosystem around telco use-cases.
Observation 4: The right Key Performance Indicators (KPIs) or Key Value Indicators (KVIs) need to be specified to ensure the gains of an AI/ML approach are accurately measured.

	R4-2308527
	Ericsson
	Observation 1	Throughput compared to “fixed CQI / random PMI” may be useful for ensuring correct CSI reporting for both compression or prediction. It may not directly relate to performance improvement.
Observation 2	It is difficult to use throughput comparison between follow PMI/CQI and random/fixed CQI/PMI for model monitoring
Observation 3	Comparing compressed CSI (or other “ground truth”) and uncompressed CSI could be considered for monitoring of compression.
Observation 4	Comparing CSI using a conventional algorithm and predicted CSI could be considered for monitoring CSI prediction. However, more consideration is needed whether the approach is suitable and workable.
Observation 5	2-sided is currently only for CSI, but may in future be used for other functionalities
Based on the discussion in the previous sections we propose the following:
Proposal 1	Discuss further whether comparison of compressed CSI or ground truth / uncompressed CSI is meaningful for monitoring CSI compression.
Proposal 2	Discuss further whether monitoring of predicted / conventional CSI is meaningful and practical for monitoring CSI prediction.
Proposal 3	Consider RSRP accuracy as a metric for beam prediction.
Proposal 4	For beam prediction on the network side, RSRP accuracy from UE reports may be sufficient.
Proposal 5	Measurement accuracy requirement for AI/ML based method shall consider accuracy requirement for both model input and model output.
Proposal 6	Measurement delay requirement for AI/ML based method should at least be defined for time duration required to perform input (to AI/ML model) measurement.
Proposal 7	Whether measurement delay requirement should also consider time duration required by model to generate output shall be further discussed.
Proposal 8	The criteria to discuss in separate sessions should be that independent topics that do not inter-relate and do not depend on the general discussion can be identified.
Proposal 9	RAN4 discuss whether the potential topics are independent enough, and also what should be expected from RAN1 when considering e.g. gracefulness of degradation.


	R4-2308879
	Huawei,HiSilicon
	Proposal 1: RAN4 studies the following two options for test dataset definitions.  
· Option 1: Test dataset is the same as RAN4 legacy testing scenarios interpreted by channel conditions. 
· Option 2: Test dataset is interpreted by [nominal] model inputs along with desired [nominal] model outputs.
Observation 1: If we go with the testing goal of option 1 proposed in our companion paper [R4-2308878]:
If a baseline reference model structure is to be specified, it should be acceptable by most all the chipset versions in most all status (e.g., battery level), similar to the legacy MMSE receiver. Note it is impossible to achieve criteria to specify which kind of model structure is ‘baseline’ enough. Whether/how to define baseline model parameters also needs further study, considering that the capability of supporting model parameters provided by the other side is also chipset version specific.
Observation 2: If we go with the testing goal of option 2 proposed in our companion paper [R4-2308878]:
· Firstly, there is no need to define any reference for the encoder/decoder 	given that the encoder/decoder performance is to be tested, if the performance gain compared to legacy can reasonably well converges among companies. 
· Otherwise, if the performance gain diverges a lot, then a reference encoder/decoder may be needed to specify. In this case, a baseline model structure can be firstly discussed. 
{Testing goals from R4-2308877:
· If RAN4 testing goal for AI/ML is to verify whether a specific AI/ML model can be conducted in a proper way, there may no need to define requirements for generalization verification.
· If RAN4 testing goal for AI/ML is to verify whether the performance gain of AI/ML model can be achieved for specific scenarios/configurations, the generalization can be verified by defining non-stationary scenarios/configurations.
}
Proposal 2: There is no need to define any reference for the encoder/decoder 	given that the encoder/decoder performance is to be tested, if the performance gain compared to legacy can reasonably well converge among companies. Otherwise, if the performance gain diverges a lot, then a reference encoder/decoder may be needed to specify. 
· If a baseline reference model structure is to be specified, the criteria on which kind of model structure is ‘baseline’ enough should be firstly identified. 
· At least, the baseline model structure to be specified should be acceptable by all chipset versions under all status (e.g., battery level), similar to the legacy MMSE receiver.
· FFS whether/how to define baseline model parameters. 
Proposal 3: For reference decoder for test implementation for 2-sided models in the UE performance tests:
· For options 1, 2 and 4, firstly study how to ensure test equality, e.g., whether/how to verify that the reference decoders are properly conducted by TE. 
· For option 3, if reference encoder at UE is specified in RAN4 for calibration or for minimum performance requirements definition, then specify the reference decoder conducted by TE in a similar way.
· Deprioritize options 5 and 6.
Proposal 4: For reference encoder for test implementation for 2-sided models in the gNB performance tests:
· For options 1, 2 and 4, firstly study how to ensure test equality, e.g., whether/how to verify that the reference encoders are properly conducted by TE. 
· For option 3, if reference decoder at gNB is specified in RAN4 for calibration or for minimum performance requirements definition, then specify the reference encoder conducted by TE in a similar way.
· Deprioritize options 5 and 6.
Proposal 5: Take the following terminologies for reference encoder/decoder as RAN4 working assumption. 
· Reference encoder/decoder for TE: A physical AI/ML model is exactly conducted by TE.
· Reference encoder/decoder for UE/gNB: A physical AI/ML model for RAN4 calibration purpose or for RAN4 AI/ML minimum performance requirements definition only.  
Proposal 6: For test reference encoder/decoder,
· if it is that exactly conducted by TE, then it is the same as reference encoder/decoder
· if it is employed by another entity other than TE and UE/gNB, it is out of legacy RAN4 scope. 
Proposal 7: If the testing goal is to verify whether the specific/reference AI/ML model can be conducted in a proper way, study the necessity and potential ways to generate the desired [nominal] model outputs as part of test dataset. 
Proposal 8: If the testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration, test dataset is generated by TE based on TR 38.901 with alignment on some rule/function for each test cases. 
Proposal 9: The interoperability is verified via core requirements and performance requirements.

	R4-2308975
	OPPO
	Proposal 1: Regarding the testability of two-sided model, should introduce reference encoder(s) to collaborate with the decoder to be tested.
Proposal 2: Regarding the testability of two-sided model, should introduce reference decoder(s) to collaborate with the encoder to be tested.
Proposal 3: Further study the pros and cons for different cases/options on reference encoder and reference decoder.
Proposal 4: Device specific reference encoder/decoder should be considered in RAN4 two-sided model test with high priority.
Proposal 5: Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, should be considered in RAN4 as the starting point.
Proposal 6: Further discuss the necessity and feasibility of using field dataset and TE generated dataset in RAN4.
Proposal 7: Regarding the AI/ML capabilities, following aspects should be considered
				- Definition of basic AI/ML capability and corresponding testing metrics
				- Definition of different AI/ML capability levels and different testing metrics for different levels
				- Dynamic AI/ML capabilities

	R4-2309002
	Xiaomi
	Observation 1: General issue can be handled in RF/main session while beam management and positioning specific issue can be handled in RRM session and CSI reporting specific issue in demodulation session.
Proposal 1: RAN4 can discuss the relationship or difference between functionality-based and model-ID-based LCM procedure from test perspective and distinguish them for requirement definition if necessary.
Proposal 2: For functionality/model switch/activate/deactivate, the processing time to complete such procedure can be defined. The similar test methodology defined for cell switch/activate/deactivate can be reused as a starting point.
Proposal 3: For functionality/model monitoring, RAN4 can wait for the further agreements on monitoring approach from RAN1 and then make decision. RAN4 does not need to test all KPI but introduce one or several of them, e.g., latency if necessary from RAN4 test perspective.
Proposal 4: For functionality/model transfer/delivery, RAN4 can have separate discussion for such two solutions if necessary, i.e., one is to transfer/delivery structure and parameter and another is to transfer/delivery parameter only.
Proposal 5: No need to define test for model identification. 
Proposal 6: The methodology used in RAN1 simulation can be used as a starting point to verify generalization performance. RAN4 need to discuss how to introduce RAN1 methodology into RAN4 test.
Proposal 7: RAN4 should align on the intention to define reference decoder/encoder for 2-sided model. Option 3 is preferred. 
Proposal 8: Regarding test data generation, option 1 can be considered as a starting point and option 3 is preferred.

	R4-2309317
	Samsung
	Reference block diagrams for testing
Proposal 1: The proposed reference block diagrams for testing shall be specific to cover either UE side or gNB side AI/ML function implementations under testing.  
Observation 1: The reference block diagram for testing 1-sided model implemented in UE side:
-	shall NOT contain the block for training;
-	shall contain the blocks for model/functionality monitoring and selection/switching/
(de)activation/ fallback in DUT;
-	shall contain the AI/ML LCM procedure verification and model control in TE;
-	shall contain the test scenario generator to enable testing in different scenarios, used for generalization verification aspects. 
Proposal 2: The reference block diagram for testing 1-sided model implemented in UE side is provided as the below figure. 

[image: ]
Fig. 2: Detailed reference block diagrams for testing proposed for 1-sided model implemented in UE

Proposal 3: For testing 1-sided model implemented in gNB side: 
· FFS whether/how the model/functionality monitoring and model/functionality selection/switching/
activation/deactivation/fallback can be tested;
· FFS the test interface and test metrics which shall be used.
Observation 2: RAN4 discussion on testing reference block diagram for two-sided model can be based on CSI compression, because it is the only use case identified till now in Rel-18. 
Observation 3: For the reference block diagram for testing two-sided model, the following difference can be highlighted compared with the one for one-sided model in UE:
· The decoder model inference at TE side is used to provide decoded CSI. 
Proposal 4: The reference block diagram for testing two-sided model (based on the example use case of CSI compression) is provided as the below figure. 
[image: ]
Fig. 3: Detailed reference block diagrams for testing proposed for two-sided model 
(based on the example use case of CSI compression)

Two-sided framework
Observation 4: For the	reference decoder for test implementation for two-sided models in the UE performance tests, 
   - The feasibility of the offline training to obtain UE encoder can be confirmed at least for Option 1;
   - The value of the conformance testing based on option 1 is questionable since both encoder and decoder are provided by UE vendors. 
Observation 5: Only Type-1 and Type-3 training collaboration with the offline training manner needs to be considered in Rel-18 RAN4 study on the methodology to obtain the reference model for two-sided model test implementation. 
Observation 6: For the	reference decoder to be used in the test implementation for two-sided models for the UE performance tests: 
   - Option 1 can be regarded to match with Type-1 training collaboration, i.e., decoder developed by UE vendors shall be provided to and used by gNB vendors directly;
   - Option 2 can be regarded to match with Type-3 training collaboration, i.e., decoder is provided by gNB vendors for UE-side training. 
Observation 7: For the reference decoder used in the test implementation for two-sided models for the UE performance tests, RAN4 study can only be started after RAN1’s conclusion on the feasibility and other issues for different training collaboration type. 
Proposal 5: For the reference decoder used in the test implementation for two-sided models for the UE performance tests, the following modified Option 3 can be further considered:
   -  Modified Option 3: The reference encoders are fully specified and captured in RAN4 spec, which are specified corresponding to certain CSI conditions, to ensure identical implementation across equipment vendors without additional training procedure needed.

LCM related functional tests
Proposal 6: RAN4 further study the testability issues for model monitoring function tests, including
      - The testability of the model monitoring interface: how/whether model monitoring results feedback to gNB side can be FFS depending on RAN1 progress and use case specific conclusion. 
      - The test framework/procedure to guarantee the model monitoring on delay requirement (similar to RLM requirement). 
Observation 8: Similarity is observed between model selection/(de)activation/switching/fallback and existing RAN4 core requirement for RRM, such as SCell activation/deactivation, TCI state switching, and SCell release procedure. 
Proposal 7: RAN4 further study the testability issues for the functional tests for model selection/
(de)activation/switching/fallback, including
      - The testability of the model selection/(de)activation/switching/fallback: how/whether the completion of the procedure is known to TE can be FFS depending on RAN1/2 progress.
      - The test framework/procedure to guarantee the model selection/(de)activation/switching/fallback: e.g., based on delay/interruption requirement (similar to existing RRM requirement).
Proposal 8: For model update/transfer/delivery which is from/to model storage, RAN4 shall not introduce related functional tests.
Test data generation
Observation 9: FFS on pros and cons for Option-a (dataset provided by 3GPP) and Option-c (methodology provided by 3GPP): 
  - Option-a: Whether the dataset is representative enough is no longer be a problem, but 3GPP have not yet provided a dataset for testing before. 
  - Option-c: For a complex test environment used for AI/ML performance testing, it is possible the test environment (especially for a test within the reasonable test duration) cannot be representative enough due to test limitation (e.g., limited test duration), which can be a problem for repeatability of conformance testing. 

Interoperability aspects
Proposal 9: For network-UE collaboration Level x, the interoperability aspect shall be precluded in RAN4 study. 
Proposal 10: For network-UE collaboration Level y, RAN4
    - FFS the interoperability aspect because of the 3GPP signalling (if introduced) for a specific AI/ML (sub-)use case in follow-up work item (if any), but which is out of the scope of Rel-18 study item;
    - shall not study the interoperability aspect for OTT-based model delivery. 
Proposal 11: For network-UE collaboration Level-z, RAN4
    - FFS the interoperability aspect because of the 3GPP signalling for a specific AI/ML (sub-)use case in follow-up work item (if any), but which is out of the scope of Rel-18 study item;
    - shall not study the interoperability aspect for the model transfer with proprietary-format;
    - FFS the interoperability aspect for the model transfer with open-format. 
Observation 10: Both Model-ID and Functionality-based LCM require UE and gNB to guarantee the interoperability.  
Proposal 12: The interoperability analysis for AI/ML operation for NR air interface are proposed and summarized as below (with difference from last meeting highlighted with underlines):

	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI






Open issues summary
The open issues were grouped in the following sub-topics for further discussion:
· Reference block for 1 sided model
· Reference block diagram for 2-sided model 
· Encoder/decoder options for 2-sided model
· Design principles for RAN4 specified decoder/encoder
· [bookmark: _Hlk135257503]Testing for monitoring/control/model update
· Interoperability and testing
· Delay considerations/requirements
· Test datasets
· Functional tests for LCM
· Model fitting
Sub-topic 3-1
Reference block diagram for 1-sided model
A reference block diagram was discussed in previous meeting, it seems useful to open this discussion again to have a better understanding of the testing framework
Issue 3-1: Reference block diagram for 1-sided model
· Proposals
· Option 1: Fig.2 from R4-2309317
[image: ]
· Option 2: Figure should be amended to also include verification at the UE side? 
· Recommended WF
· Further discuss 
Please provide comments on any changes/clarifications that should be made
Sub-topic 3-2
Reference block diagram for 2-sided model
Open issues and candidate options before meeting:
Issue 3-2: Reference block diagram for 2-sided model
· Proposals
· Option 1: Fig.3 from R4-2309317
[image: ]
· Option 2: Figure should be amended to also include verification at the UE side?
· Recommended WF
· Further discuss 
Please provide comments on any changes/clarifications that should be made
Sub-topic 3-3
Encoder/decoder options for 2 sided model
A good understanding of advantages/disadvantages (pros/cons) of each option is needed before making any decision on feasibility of each option. Some advantages/disadvantages are already included based on the inputs in this meeting, these should be further discussed/studied to compile a comprehensive list. The list below considers the case in which the encoder(UE side), however, this should be interchangeable with the decoder(gNB side) for decoder testing. Also, input from TE vendors on feasibility, pros/cons from a TE implementation point of view is needed.
Issue 3-3: Encoder/decoder for 2-sided model
· Proposals
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Advantages:
· Joint encoder/decoder design by the UE vendor can alleviate the impact of model mismatch and any potential performance limitation due to a decoder, and therefore better capture the native performance of the encoder.
· Leaving the reference decoder design and training to UE vendor avoids the limitation on UE encoder design implicitly imposed by the reference and allows UE vendors to update the model when new AI/ML model with better performance is developed in the future.
· Reduce RAN4 loading on specifying a reference decoder.
· Disadvantages:
· Encoder is jointly designed/trained with decoder, and may or may not work for the decoders in the field which may have a model structure mismatch and/or may not be jointly trained. How much performance degradation due to such mismatch and lack of joint training depends on further study of model mismatch and training method impact. And note that collaboration procedures between network and UE vendors can reduce this impact.
· Possible lengthy RAN4 discussion due to large performance span from alignment results
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Advantages:
· Can test with real infra vendor decoder, no additional RAN4 decoder  used in practice and the test can reflect the performance in the field.
· Disadvantages:
· It’s not clear which network vendor provides the decoder to the TE. If the spec requires UE to pass the same test for all the models provided by different network vendors, the test burden is very large and not feasible for UE vendors.
· It is not clear how to define a requirement for models provided by different network vendors. The achievable performance may vary from models to models, and if there are a few models perform worse than other models, UE may fail the test due to a model provided by network vendor of which UE vendor doesn’t have control. Then this test can’t verify UE performance. 
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Advantages
· Simpler testing procedure since TE can directly implement the decoder, otherwise the decoder format has to be defined so that TE can load external decoders
· Disadvantages
· Possible lengthy RAN4 discussion to agree on one (or more) fully specified reference decoder
· Encoder is designed/trained with full decoder knowledge, and may or may not work for the decoders in the field which may have a model structure mismatch. How much performance degradation due to such mismatch depends on further study of model mismatch impact. And note that collaboration procedures between network and UE vendors can reduce this impact.
· If the ideal fully specified reference decoder design that works for all types of encoders is not feasible, and network vendors do not consider the fully specified reference decoder as part of their implementation, there are potential issues:
· UE has to implement an additional encoder only for the RAN4 test, or the UE encoder implementation flexibility is limited by the RAN4 test
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Advantages
· TBD
· Disadvantages
· When the reference decoder is partially specified, the unspecified part is left to TE vendor implementation, and a similar problem is observed as in option 2: The achievable performance may vary from TE to TE depending on the different design, and if there are a few TE models perform worse than other TE models, UE may fail the test due to a model provided by TE of which UE vendor doesn’t have control. Then this test can’t verify UE performance.
· Given that different TEs may have different reference decoders, UE may have to implement multiple encoders when test against TE models, which increases UE vendor’s burden.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Advantages
· TBD
· Disadvantages
· TBD
· Recommended WF
Pros/cons to be further discussed and refined until a comprehensive list is built
Sub-topic 3-4
Decoder principles for RAN4 specified decoder/encoder (option 3):
In order to establish the feasibility of a RAN4 specified decoder, some design principles should be agreed
Issue 3-4: Design principles/conditions for RAN4 specified decoder/encoder
· Proposals
· Option 1: 
· In WI phase, RAN4 to agree on complexity limitation based on feasibility of TE implementation and common complexity range considered by network vendors for decoder deployment. 
· RAN4’s choice of reference decoder should avoid its impact on the implementation choices, including complexity, back-bone model etc, of UE encoders operating in the field with different propagation conditions and configurations than RAN4 test design.
· The reference decoder choice should correctly reflect the UE performance in the test RAN4 to study if the following principle is feasible: UE with an encoder that performs well when paired with an intended decoder shall pass the test when paired with the reference decoder; UE with an encoder that performs poorly even when paired with an intended decoder shall fail the test when paired with the reference decoder. 
· Option 2: Other principles/conditions, please provide proposals
· Recommended WF
Further discuss these principles to build a list that would be used to further study the feasibility

Sub-topic 3-5
Testing for monitoring/control/model update
Issue 3-5: Testing for monitoring/control/model update
· Proposals
· Option 1: RAN4 to study requirements and testing procedures for monitoring and control mechanisms that ensure consistent and predictable performance of ML-enabled features during the in-field use of the UEs.
· Option 2: RAN4 should study testing of AI\ML models in the field(tests on already deployed UEs, e.g. for model update)
· Option 3: no need for such test, just legacy approach of having conformance tests is enough
· Option 4: others
· Recommended WF
· Further discuss, multiple options can also be chosen
Sub-topic 3-6
Interoperability and testing
Open issues and candidate options before meeting:
Issue 3-6: Interoperability and testing
· Proposals
· Option 1: Interoperability analysis for different collaboration levels is given in Table below (Table from R4-2309317
	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI



· Option 2: Others
· Recommended WF
· Please provide feedback on the table. Need for testing can be further discussed based on this table

Sub-topic 3-7
Delay considerations and requirements
The need to consider different delays was brought, it should be discussed whether this is needed and to what extent
Issue 3-7: Delay considerations and requirements
· Proposals
· Option 1: Measurement delay requirement for AI/ML based method should at least be defined for time duration required to perform input (to AI/ML model) measurement.
· Option 2: measurement delay requirement should also consider time duration required by model to generate output 
· Option 3: other delays should also be considered, please provide proposals
· Recommended WF
· To be discussed which of the options should be further studied and possible impact to testing

Sub-topic 3-8
Test datasets
Issue 3-8: Test datasets
· Proposals
· Option 1: Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, should be considered in RAN4 as the starting point.
· Option 2: Field data set should be considered as starting point
· Option 3: Establish feasibility of different options first then discuss case by case which one is more appropriate
· Dataset provided by 3GPP/methodology provided by 3GPP should also be further studied
· Option 4: other options
· Recommended WF
· To be discussed
Sub-topic 3-9
Functional tests for LCM
Testability issues for functional tests should also be studied, some RRM tests can be taken as reference.
Issue 3-9: Functional tests for LCM
· Proposals
· Option 1: The test framework/procedure to guarantee the model selection /(de)activation /switching /fallback: e.g., based on delay/interruption requirement (similar to existing RRM requirement).
· Option 2: other options to be studied
· Recommended WF
· Option 1
If option 2 is preferred, please provide other proposals
Sub-topic 3-10
Model fitting
Issue 3-10: Model fitting
· Proposals
· Option 1: RAN4 should study the model fitting ability
· Option 2: There is no need to study model fitting, this can be implicitly checked by other requirements/tests
· Option 3: others
· Recommended WF
· To be discussed
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