
3GPP TSG-RAN WG4 Meeting #107	  R4-2308878
Incheon - KOREA, May 22 – 26, 2023

Agenda Item:	8.22.2
Source:	Huawei, HiSilicon
Title:	Discussion on Specific Issues related to Use Case for AI/ML
Document for:	Discussion and Decision

1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
At RAN4 #106bis-e [1], a new WF on AI/ML RAN4 studies has been achieved, where the specific issues related to use cases for AI/ML are as follows: 
· Use cases and sub-use cases to be handled
· Core requirements for AI/ML
· KPIs/Test Metrics for use cases
· LCM Related requirements
· Generalization/scalability of requirements/tests
· CSI testing baseline framework
In this paper, we continue discussing the remaining issues in each aspect.
2. Core requirements for AI/ML
	RAN4 #106bis-e Agreement:
· Definition of RAN4 core requirements for the following procedures will be studied based on progress in RAN1/RAN2:
· Performance monitoring procedure, including performance evaluation and decision making procedure for AI/ML functionalities/models
· Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
· Latency/interruption requirement for above procedures
· FFS is any other aspects should be studied


2.1 Performance monitoring
It is observed that monitoring metrics are use case specific. Both UE-side monitoring and NW-side monitoring are under RAN1 discussion in each use case. 
How to define requirements for model monitoring and model management depends on the test conditions definition. Generally, there are the following two options to define testing conditions.
· Option 1: static scenarios/configurations 
· Option 2: non-stationary scenarios/configurations 
Observation 1: If the scenarios/configurations are static, there may be no requirements needed for some procedures in LCM, e.g., model switching. 
Observation 2: If the scenarios/configurations are changing during test, then core requirements definition may be needed depending on test procedure. 
· If UE performs monitoring/management transparent to NW, there is no core requirements needed.
· If UE performs monitoring as indicated by NW, and/or the measurement/monitoring results are feedback, then the accuracy of measurement/monitoring results, as well as the latency of measurement/monitoring results reporting may be needed. 
Proposal 1: RAN4 studies the following potential requirements definition for performance monitoring procedure, if the scenarios/configurations are changing during test and the other side is involved in the procedure. 
· Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
2.2 Functionality/Model management
· Model/functionality selection 
As discussed in our companion contribution of [2], the performance of model/functionality selection is reflected by the performance of model inference. We suggest RAN4 not to define requirements for model/functionality selection.
· Model update
It follows the similar logic as model training. The testing cost and testing time is unaffordable for RAN4 to test model update procedure. Moreover, there is still no agreement on model updating related signaling/procedure from RAN1/2. We suggest RAN4 not to define requirements for model/functionality update.
· Model transfer/delivery
For model delivery/transfer via 3GPP signaling, it may be needed to verify that the model is transferred/delivered in a proper way. Since RAN1/2 have yet achieved sufficient progress on related signaling or procedure, we propose to deprioritize discussions on model delivery/transfer.  
· Model/functionality activation/deactivation/switching/fallback
The performance of model/functionality activation/deactivation/switching/fallback is reflected by the performance of model inference, if this procedure is transparent to the other side. Otherwise, if UE performs model/functionality activation/deactivation/switching/fallback as indicated by NW, the latency/interruption requirements are required. 
Since the proposals are already proposed in our companion contribution of [2], we not repeat them in this paper to avoid repetitive work. 
3. KPIs/Test Metrics for use cases
	RAN4 #106bis-e Agreement:
· Following KPIs are to be considered in the RAN4 study for different use cases.
· KPIs/Test Metrics for CSI prediction and compression
· Throughput
· Other options could also be considered depending on work in other work groups For e.g., SGCS/NMSE and accuracy of CSI prediction, latency of CSI feedback/prediction
· KPIs/Test Metrics for beam management
· Beam prediction accuracy (absolute or relative)
· other KPIs could also be considered: e.g., link throughput, beam measurement accuracy, prediction confidence etc.
· KPIs/Test Metrics for positioning
· Measurement accuracy
· FFS whether latency can also be considered
· other KPIs could also be considered:


3.1 KPIs/Test Metrics for CSI prediction and compression
· AI/ML Spatial-frequency CSI compression
For CSI compression, how to define the test metric depends on the model training method. In other words, it is related to RAN4 testing goal, to verify that a model is conducted in a proper way, or to verify that the AI/ML performance gain compared to legacy is achieved. Both Type 1 NW joint training and Type 3 separate training are under RAN1 discussion. 
· For Type 1, if gNB transfers a model to UE, then the responsibility of UE is to conduct the AI/ML model in a proper way. Since the CSI compression model is developed at gNB, there is no need to verify the performance gain delivered by AI/ML model when it is UE under test. However, if it gNB under test, then the performance gain needs to be verified via throughput. In this case, the throughput is also effected by whether UE-side model is well conducted. Fortunately, this factor can be eliminated by assuming the UE perfectly performs the UE-side model which is provided by gNB. Also, in order to avoid the effect of different gNB implementation, for example, precoding method, the accuracy of CSI decompression can also be considered a testing metric.
· For Type 3, since UE side provides UE-side CSI compression model, while NW side provides gNB CSI decompression model, it is straightforward to take throughput as test metric to verify the performance gain delivered by the trained AI/ML model. However, how to eliminate the effect of the operations from the other side needs to be identified. In this case, the accuracy of CSI compression at UE and the accuracy of CSI decompression at gNB could also be taken as test metric, only if the ideal model outputs of CSI compression and ideal model outputs of CSI decompression are provided in a proper way. One possible solution is to define the [nominal] model output as part of testing dataset. 
Proposal 2: RAN4 studies the potential KPIs/test metrics in AI/ML spatial-frequency CSI compression in Table 3.1.1.
	Table 3.1.1 KPIs/test metrics in AI/ML Spatial-frequency CSI compression 

	Test Objective
	Type 1 NW Joint Training
	Type 3 Separate Training

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
· Accuracy of CSI decompression
	Accuracy of CSI compression
	· Throughput
· Accuracy of CSI decompression
	· Throughput
· Accuracy of CSI compression



· AI/ML Temporal CSI prediction
For CSI prediction, if it is performed at gNB by using AI/ML model developed at NW side, and the result of CSI prediction is transparent to UE, then the performance of CSI prediction at gNB is implicitly verified via throughput. 
If it is performed at UE, and the result of CSI prediction is reported to gNB, then the throughput can also be taken as a testing metric along with the ‘follow PMI’ test procedure. In addition, the accuracy of CSI prediction can also be used a test metric, for example, the SCGS between ideal CSI and predicted CSI derived by using UE-side AI/ML model. However, which vendor provides the ideal CSI during test needs for further study. If the tester provides the ideal CSI, the mismatch between the CSI measurement method at DUT and the CSI derived by TE may occur. If it is the DUT to provide the ideal CSI, how to ensure testing equality needs to be firstly identified. 
Proposal 3: Following options are to be considered if the accuracy of CSI prediction is taken as the test metric.
· Option 1: Ideal CSI is provided by TE
· Option 2: Ideal CSI is provided by DUT
Proposal 4: RAN4 studies the potential KPIs/test metrics in AI/ML Temporal CSI prediction in Table 3.1.2.
	Table 3.1.2 KPIs/test metrics in AI/ML Temporal CSI prediction 

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
	/
	/
	· Throughput
· Accuracy of CSI prediction


3.2 KPIs/Test Metrics for beam management
It is observed that the test metric of spatial beam prediction and that of temporal beam prediction are very similar, in terms of the accuracy of BM prediction.  In addition, if gNB predicts the beam or beam pair using NW-side mode, and new or enhanced measurement/reporting is specified for UE, then the accuracy of measurement/reporting from UE may be needed. However, it is too early to study the potential specification impact in RAN4, since even RAN1 has not reached a consensus on details. 
Proposal 5: RAN4 studies the potential KPIs/test metrics in AI/ML spatial/temporal beam prediction in Table 3.2.
	Table 3.2 KPIs/test metrics in AI/ML spatial/temporal beam prediction

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Accuracy of BM prediction
	/
	/
	Accuracy of BM prediction



3.3 KPIs/Test Metrics for positioning
For direct AI/ML positioning, there is no test metrics with testability is expected. For AI/ML assisted positioning, the AI/ML models employed by gNB and by UE are naturally assumed to be trained by NW side and UE side, respectively. Therefore, the measurement accuracy is only needed, since there is no model transfer/delivery involved. 
Proposal 6: RAN4 studies the potential KPIs/test metrics in AI/ML assisted positioning in Table 3.3.1.
	Table 3.3.1 KPIs/test metrics in AI/ML assisted positioning

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Measurement accuracy
	/
	/
	Measurement accuracy



4 LCM Related requirements
	RAN4 #106bis-e Agreement:
· Following LCM related requirements are to be studied:
· Model/Functionality select/switch/activate/deactivate/fallback
· Model/Functionality monitoring
· FFS if requirements for data collection (in particular for training) could/need be defined
· FFS if requirements for transfer/delivery/update
· NOTE: RAN4 study should be aligned with the agreements in other working groups.
· Further study under LCM related tests, if they are defined.
· how the framework can address the possibility of updates/activation/deactivation/switching to the functionalities/models after the deployment of the devices in the filed


The discussions on LCM related functional tests are provided in our companion contribution [2]. 
5 Generalization/scalability of requirements/tests
	RAN4 #106bis-e Agreement:
· Further study whether it is needed/feasible to introduce some form of generalization and/or scalability related requirements for different scenarios/configurations based on RAN1 agreements
· Whether this can be implicitly handled in the test case definition should be considered
· Intention is to guarantee that performance will still be maintained in different environments/scenarios/configurations.


The generalization/scalability performance can be implicitly verified by defining multiple scenarios/configurations in one test case. 
Proposal 7: RAN4 studies the following options for generalization/scalability requirements/test, if needed. 
[bookmark: _Hlk135039441]Assume that the model has the generalization/scalability capability among N scenarios/configurations, N>1, following options should be studied for test setup:
· 1 scenario/configuration is randomly selected from the N scenarios/configurations
· scenarios/configurations are changing during test according a fixed rule
· scenarios/configurations are randomly changing during test 
· scenarios/configurations are randomly changing during test with a fixed ratio of each scenario/configuration
FFS whether/how to indicate the changing of scenarios/configurations from the opposite side to the entity which is under test.
6 CSI testing baseline framework
	RAN4 #106bis-e Agreement:
· PMI reporting framework (follow PMI vs. random PMI test, use of γ as criteria, etc.) to be taken as starting point for CSI related tests
· Other KPI/framework is not precluded


In traditional CSI reporting test, where throughput is legacy test metric and used for requirements definition, the test method ‘follow PMI’ is employed to totally avoid the effect of gNB operations (e.g., precoding method at gNB). However, the ‘follow PMI’ method is no longer effective for testing AI/ML CSI feedback, if the effect of the operations at the opposite side is not eliminated. 
Observation 3: Different from legacy, the ‘follow PMI’ method is not powerfully enough to eliminate the effect of operations at gNB (e.g., precoding method).

7 Conclusions
According to the discussion, following proposals and observations are provided:
Observation 1: If the scenarios/configurations are static, there may be no requirements needed for some procedures in LCM, e.g., model switching. 
Observation 2: If the scenarios/configurations are changing during test, then core requirements definition may be needed depending on test procedure. 
· If UE performs monitoring/management transparent to NW, there is no core requirements needed.
· If UE performs monitoring as indicated by NW, and/or the measurement/monitoring results are feedback, then the accuracy of measurement/monitoring results, as well as the latency of measurement/monitoring results reporting may be needed. 
Proposal 1: RAN4 studies the following potential requirements definition for performance monitoring procedure, if the scenarios/configurations are changing during test and the other side is involved in the procedure. 
· Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
Proposal 2: RAN4 studies the potential KPIs/test metrics in AI/ML spatial-frequency CSI compression in Table 3.1.1.
	Table 3.1.1 KPIs/test metrics in AI/ML Spatial-frequency CSI compression 

	Test Objective
	Type 1 NW Joint Training
	Type 3 Separate Training

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
· Accuracy of CSI decompression
	Accuracy of CSI compression
	· Throughput
· Accuracy of CSI decompression
	· Throughput
· Accuracy of CSI compression


Proposal 3: Following options are to be considered if the accuracy of CSI prediction is taken as the test metric.
· Option 1: Ideal CSI is provided by TE
· Option 2: Ideal CSI is provided by DUT
Proposal 4: RAN4 studies the potential KPIs/test metrics in AI/ML Temporal CSI prediction in Table 3.1.2.
	Table 3.1.2 KPIs/test metrics in AI/ML Temporal CSI prediction 

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
	/
	/
	· Throughput
· Accuracy of CSI prediction


Proposal 5: RAN4 studies the potential KPIs/test metrics in AI/ML spatial/temporal beam prediction in Table 3.2.
	Table 3.2 KPIs/test metrics in AI/ML spatial/temporal beam prediction

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Accuracy of BM prediction
	/
	/
	Accuracy of BM prediction


Proposal 6: RAN4 studies the potential KPIs/test metrics in AI/ML assisted positioning in Table 3.3.1.
	Table 3.3.1 KPIs/test metrics in AI/ML assisted positioning

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Measurement accuracy
	/
	/
	Measurement accuracy


Proposal 7: RAN4 studies the following options for generalization/scalability requirements/test, if needed. 
Assume that the model has the generalization/scalability capability among N scenarios/configurations, N>1, following options should be studied for test setup:
· 1 scenario/configuration is randomly selected from the N scenarios/configurations
· scenarios/configurations are changing during test according a fixed rule
· scenarios/configurations are randomly changing during test 
· scenarios/configurations are randomly changing during test with a fixed ratio of each scenario/configuration
FFS whether/how to indicate the changing of scenarios/configurations from the opposite side to the entity which is under test.
Observation 3: Different from legacy, the ‘follow PMI’ method is not powerfully enough to eliminate the effect of operations at gNB (e.g., precoding method).

References
[1] [bookmark: _Ref125961805]R4-2306299, “RAN4 #106bis-e WF on AIML RAN4 studies”, 3GPP RAN4 #106bis-e, 17 April –26 April, 2023.
[2] [bookmark: _GoBack]R4-2308877, “General Aspects for RAN4 R-18 SI on AI/ML for NR air interface”, 3GPP RAN4 #107, Huawei, Hisilicon, 22 May –26 May, 2023.


