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1	Introduction
During RAN4#106bis-e, a first discussion took place on AI/ML in RAN4. This contribution considers some of the issues identified in the WF.
[bookmark: _Ref178064866]2	Discussion

Comparison to legacy performance
It was agreed at RAN4#106bis that legacy performance should be taken as a baseline, and that new or enhanced requirements could be developed for use cases etc. that are to be “enhanced” by AI. Although using the legacy performance as a baseline is a very good agreement and starting point, there are several complexities that are important to bear in mind when developing RAN4 requirements.
Firstly, establishing whether AI is able to provide benefits to the operation of 3GPP systems is not really within the scope of RAN4; it is for RAN1 to study and establish whether there are benefits. The job of RAN4 is to develop requirements that ensure a stable and predictable operation and a minimum expectation on some performance aspects. It may in fact be the case that some RAN4 requirements are not a direct metric of the benefits of AI. For example, beam prediction may not “improve” the accuracy of RSRP measurements. Rather, it may be that the RAN4 requirement ensures that RSRP accuracy is maintained, whilst the benefit is e.g. a reduction in UE complexity, a faster measurement or a reduced downlink reference symbol overhead.
[bookmark: _Toc135052193]RAN4 requirements should ensure correct and predictable operation, and not all requirements may directly predict performance improvements.
In some cases, the RAN4 requirement may be a direct metric of a “benefit”. However, it is important to bear in mind that the main purpose of RAN4 requirements is to provide practical, measurable means of ensuring that a real equipment is able to achieve the performance, complexity or overhead benefits identified by RAN1, not necessarily to directly demonstrate the benefits.
It has been suggested that, where there is an existing requirement, meeting the existing requirement should be a prerequisite for an AI system. This indeed provides a good benchmark, but it is important to consider whether simply meeting or exceeding a RAN4 requirement really proves that AI is performing better than a deterministic algorithm. If the AI is not able to generalize well into situations that are not exactly covered by a RAN4 requirements, but deterministic algorithms continue to perform well, then it is not as good as the “baseline”. For example, consider a CQI prediction algorithm that is subject to a requirement in a specific channel condition. For example, suppose the Doppler frequency is 100Hz. If a deterministic algorithm would pass the requirement, it is to be expected that if exposed to a channel with, say 110Hz Doppler, the same performance would be achieved. If the Doppler would be raised to 500Hz, then possibly a drop in performance may be encountered, but still a deterministic algorithm would not be broken. If subject to e.g., 1MHz Doppler, it would be reasonable to expect that the deterministic algorithm would break down.
In other words, in order to perform as well as a “baseline” deterministic algorithm, AI should not merely meet exactly the RAN4 requirement or test condition but should generalize as well as the deterministic algorithm does. The problem is, RAN4 requirements do not really capture the boundaries of how generalizable deterministic algorithms are, not how gracefully their performance degrades.
[bookmark: _Toc135052194]Simply meeting existing RAN4 requirements may not demonstrate that an AI model provides better performance than a deterministic algorithm “baseline”.
[bookmark: _Toc135052195]There is a need to understand how generalizable deterministic algorithms are, and how their performance varies depending on conditions. This is likely to be use-case specific.
[bookmark: _Toc135052207]RAN4 study (possibly on a per use-case basis) the expected generalizability and degradation expectation for deterministic algorithms fulfilling existing requirements.

Generalization testing
It was agreed at RAN4#106bis that generalization should be studied. It is important to bear in mind that it is not within the RAN4 scope to cause models to be generalizable. RAN4 requirements should ensure that compliant models demonstrate that they generalize.
[bookmark: _Toc135052196]The task in RAN4 is to study how to provide requirements and tests that prove that an AI model can generalize
It is useful to consider that different types of current requirements differ in whether generalization would be captured as part of the requirement or as part of the test conditions. Demodulation requirements are generally specified in a specific fading channel and modulation configuration. Other requirements, such as measurement time, or RF requirements do not capture many details of the configuration under which the requirement is to be met and are more generally applicable. However, test requirements capture specific configurations that are to be used for testing. In the following discussion, the mention of generality of requirements may refer to the core requirements themselves or may refer to test conditions, depending on the type of requirement.
Demonstrating generalization is a non-trivial task. A brute force approach would be to define a large number of requirements/test conditions and require the model to meet the requirement in each one of them. This would involve an impractical amount of work in defining all of the requirements, and also an impractically long test time.
Depending on the use-case, for some use cases it might be expected that the model performance degrades gracefully with changes in the scenario. If this is the case, then the behaviour of the AI model may be similar to the behaviour of a deterministic algorithm and a limited number of requirement / test points may be sufficient. How the AI model behaviour varies is likely to depend on the use-case. Generalization behaviour is studied in RAN1, and RAN4 should seek to obtain information from RAN1 on whether the AI behaviour generalizes smoothly.
[bookmark: _Toc135052197]It is important to understand, for each use case, whether the AI model generalizes smoothly and what level of performance degradation is seen.
[bookmark: _Toc135052208]RAN4 contact and get a detailed understanding from RAN1 of how graceful the degradation of AI model performance with changing scenario parameters is expected to be for each of the use cases.

In case the AI behaviour does not degrade or generalize smoothly, testing of requirements generally involves running the equipment over a sufficiently large number of slots such that a statistically valid test result can be obtained. Running the requirement in N multiple conditions would in principle involve running it for the required number of slots N times. An alternative would be to change the parameters much more often, potentially even every slot. For example, for a demodulation requirement the model could be presented with a new delay spread, Doppler etc. every slot or every few slots.
Such an approach would have an advantage of significantly reducing test time and exposing the AI model to a large number of different conditions over which it should generalize. It would be able to measure average performance across all conditions. However, it would not detect if the model would fail in some conditions and perform well in others, leading to a reasonable average but large variation (although potentially more complex metrics for performance could be devised to consider the spread of performance).
[bookmark: _Toc135052198]If the generalization behaviour of the model is not smooth, testing under a large variety of short samples of different conditions could be considered.
[bookmark: _Toc135052209]Where AI degradation is not smooth with changing parameters (for an AI model not trained over a wide enough range of scenarios), RAN4 study possible mechanisms for testing generalizability.

Such an approach would obviously not work if the model would expect a time correlation between slots (for example, for CSI prediction). Also, if the UE would, for example autonomously switch models to adapt to conditions then rapidly varying the conditions would obviously break the model switching algorithm. The usefulness of this kind of approach would need to be assessed on a use-case specific basis.
A further question with generalization is whether there are circumstances in which generalization is an undesirable thing. Some types of static UE or gNB may be trained exactly for the environment in which they are deployed and requiring them to be unnecessarily generalizable may in fact compromise their performance. However, for such scenarios it is difficult to envisage how a RAN4 requirement or test condition that is specific to the environment could be devised.
[bookmark: _Toc135052199]In some circumstances, generalization may not be desirable. However, RAN4 requirements and tests may be difficult to define for such cases.

Life-cycle stages
RAN4#106bis agreed to study requirements for model/functionality select/switch/activate/deactivate/fallback, model monitoring, possibly data collection, and possibly model transfer, delivery, update.
In regard to data collection, it was also agreed that RAN4 requirements are not needed, except in the case of data being exchanged over standardized interfaces.
For model monitoring, there may exist some uncertainty regarding whether responsibility lies with RAN1, RAN4 and/or even RAN5. Potentially model monitoring could rely on somehow checking and demonstrating whether RAN4 requirements continue to be met after deployment. For this to work, RAN4 requirements need to be devised such that they can be monitored after deployment. The means for monitoring whether requirements are met may be part of RAN1 scope (since they could involve Uu signalling and procedures) or RAN5 scope (if they are seen as part of UE testing, for example). The process of setting metrics might also be debatable as to whether it is within RAN4, RAN1 or split between the two. Metrics may be traditional RAN4 ones, but may also include e.g. model generated monitoring metrics.
Since the current work is a study item, from a RAN4 perspective it would be useful to consider the feasibility and usefulness of defining RAN4 requirements that can be used as criteria for model monitoring. Since it is not possible to provide a controlled environment for models operating in the field, the requirements will need to not depend on a controlled condition (such as a specific channel model). Testability also needs to be considered.
[bookmark: _Toc135052200]For the study, RAN4 should consider the feasibility of and how to set requirements that could be monitored as part of a model monitoring LCM stage. How and where the monitoring would be arranged may not be in RAN4 scope, but suitable requirements might be.
[bookmark: _Toc135052210]RAN4 study how to define requirements that could be monitored after deployment.
Potentially, one way to define requirements could be to base the requirement on an assumption of rapidly varied conditions, as described in the generalization section (e.g. constantly varied delay spread, channel characteristics etc.). It may then be possible to compare simulated average performance in all conditions with long term average performance in deployment. However, further study is needed as to whether this would really work (e.g., whether the long-term average would really correspond to all variations captured in the simulation), and whether there are better alternatives, since such an approach would only capture long term average performance, not performance at a specific time in a specific environment.
For model update, the issue is to demonstrate that the updated model remains compliant to 3GPP requirements. One way to do this could be to test the model update in lab conditions before deployment. However, if the actual performance of the model depends on the physical model after “lowering” to the target hardware then such verification might need to be done specifically for each UE or gNB hardware implementation.
[bookmark: _Toc135052201]One approach to model update could be verification of an update in lab conditions before it is downloaded. RAN4 should consider whether hardware specific testing of compiled models would be needed.
[bookmark: _Toc135052211]RAN4 study whether lab-testing of a model prior to an update (possibly on target hardware) is feasible to ensure 3GPP compliance.
An alternative would be to not specifically develop requirements and tests for model update, but to assume that model monitoring would capture non-compliant behaviour. A question would be how long would be needed for model monitoring to detect non-compliance.
[bookmark: _Toc135052202]Possibly model monitoring could be used to detect non-compliant updates.
[bookmark: _Toc135052212]RAN4 to consider whether model monitoring can be used to detect non-compliant model updates.
For model switching, selection, activation etc., two questions arise. The first is whether there is an assumption that UEs can autonomously switch models, dependent on the conditions. If this is the case, then requirements and testing are needed that ensure that the UE manages switching in such a manner that it uses the right model and so remains compliant to requirements at all times. This is related to generalization testing. If the criteria for model switching are transparent, then careful consideration is needed on how to design requirements and tests that are able to capture model management behaviour. A further possibility is that the network controls model switching, but based on indications from the UE, in which case requirements may be needed to ensure consistency in the UE information,
[bookmark: _Toc135052203]If UEs can switch models (for the same functionality) autonomously, then RAN4 requirements and testing may need to ensure that the switching is implemented such that the right model is used and RAN4 requirements met in all scenarios.
[bookmark: _Toc135052204]If switching is based on UE indications, then RAN4 requirements may be needed to ensure consistency in the UE indications.
[bookmark: _Toc135052213]RAN4 to liaise with RAN1 on model switching and study how to define requirements to ensure that compliance is maintained in all scenarios considering also switching.
Another aspect of model switching, selection, activation etc. arises if there is a need for gaps in UE operation or guaranteed activation times. Although the circumstances and signalling for such operations needs discussing, managing gaps and activation times is a well-developed aspect of RRM and RF requirements.
[bookmark: _Toc135052205]Requirements on interruption time, activation time etc. may be needed for model switching.

Two sided model considerations
During RAN4#106bis, an extensive WF was agreed listing possibilities for 2-sided model testing. The WF assumed the use of a “reference decoder” or “test decoder” on one side to facilitate testing of the other side. Different options were captured pertaining to how the reference decoder might be provided. Design/testing of the encoder and decoder were mentioned in the WF.
It is important to disentangle the interoperability and training considerations for two sided models from RAN4 requirements and testing. Considering interoperability and how training may be achieved for 2-sided models is within the RAN1 domain, and RAN4 needs to take care not to discuss the same issues that are handled in RAN1.
[bookmark: _Toc135052206]There is a need to disentangle considerations on 2-sided model interoperability and training from testing.
A potential method to disentangle the RAN4 and RAN1 issues could be to make the assumption that some kind of reference model is provided for testing but leave discussion on how the reference model is provided and from whom to RAN1. RAN4 could then discuss requirement and test methods and feasibility. Some issues to consider in RAN4 could be:
· If the reference model is not compiled, then how does compilation to specific hardware impact the testing feasibility
· If the performance of the two sided model should be verified in the field, how would this be achieved ? Would the reference model still be needed on the other side ? Would differences in gNB hardware implementation lead to variations in the reference model behaviour that would impact monitoring in such cases ?
· Suppose a particular test model would fail with the reference model, but would perform very well in the field with a vendor specific model on the other side ? Is that still a failure to comply with 3GPP? 
· When considering 2-sided models, RAN4 discuss whether it is feasible to discuss how to use a reference model/test model/test API whilst setting aside the discussion on how and where the model is obtained.

Physical models and test models
The concept of a “reference model” and “test model” was discussed briefly in the last RAN4 meeting and the difference clarified to be that a reference model is a model in a general format that can be transferred onto different platforms, whereas a test model is a model that is compiled to a platform.
In general, when considering testing it is important for RAN4 to consider the impact of compiling models to specific hardware on the model performance. For the 2-sided model, the impact could be that the performance of a tested device with a reference model may differ depending on the test platform on which the model is compiled. For other situations, such as for example model update there may be a question whether demonstrating performance of a generic model independent of the hardware platform is sufficient for claiming compliance of the model operating on a target hardware to 3GPP requirements. The extent of performance variation needs to be discussed.
[bookmark: _Toc135052214]RAN4 study the impact on performance of compiling an abstract model onto specific hardware.

Testing paradigm
Traditionally, the assumption when defining RAN4 requirements is that equipment will be tested in laboratory conditions prior to bringing to the market in order to demonstrate 3GPP compliance. Once deployed, equipment should continue to remain compliant, however testing for deployed equipment is not foreseen.
AI/ML models can potentially be updated or, looking forward (probably beyond the current SI) to continue to learn after deployment. At RAN4#106bis, it was agreed that RAN4 should study how to ensure satisfactory performance even after deployment of a model, once equipment is active in the field. This presumably includes after an update.
There are at least three theoretical means to ensure performance after deployment. The first is to devise tests that can be carried out before deployment that somehow ensure that, however the model is updated or may evolve, compliance will always be ensured. This approach requires of course some kind of limitation of updating and learning that can be envisaged at the time of testing.
A second approach, which is applicable for models that are periodically updated, is to validate that an update remains compliant to 3GPP in a lab before deployment, by means of applying RAN4 testing. An issue is that the performance of a model can depend on compilation to hardware and on the hardware itself, and so it may be that to really ensure 3GPP compliance, the model update needs to be tested on an example of the specific hardware to which it is to be deployed.
A third possibility is to ensure continued 3GPP compliance as part of model monitoring. When a model is operating on deployed equipment, it is no longer possible to test the model under controlled conditions (such as specifically defined propagation etc.). Furthermore, the entity responsible for monitoring is not the same as “test equipment” in a traditional sense. In order to take this approach, RAN4 would need to consider relevance and testability in a deployed scenario when developing requirements.
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Conclusion
In the previous sections we made the following observations: 
Observation 1	RAN4 requirements should ensure correct and predictable operation, and not all requirements may directly predict performance improvements.
Observation 2	Simply meeting existing RAN4 requirements may not demonstrate that an AI model provides better performance than a deterministic algorithm “baseline”.
Observation 3	There is a need to understand how generalizable deterministic algorithms are, and how their performance varies depending on conditions. This is likely to be use-case specific.
Observation 4	The task in RAN4 is to study how to provide requirements and tests that prove that an AI model can generalize
Observation 5	It is important to understand, for each use case, whether the AI model generalizes smoothly and what level of performance degradation is seen.
Observation 6	If the generalization behaviour of the model is not smooth, testing under a large variety of short samples of different conditions could be considered.
Observation 7	In some circumstances, generalization may not be desirable. However, RAN4 requirements and tests may be difficult to define for such cases.
Observation 8	For the study, RAN4 should consider the feasibility of and how to set requirements that could be monitored as part of a model monitoring LCM stage. How and where the monitoring would be arranged may not be in RAN4 scope, but suitable requirements might be.
Observation 9	One approach to model update could be verification of an update in lab conditions before it is downloaded. RAN4 should consider whether hardware specific testing of compiled models would be needed.
Observation 10	Possibly model monitoring could be used to detect non-compliant updates.
Observation 11	If UEs can switch models (for the same functionality) autonomously, then RAN4 requirements and testing may need to ensure that the switching is implemented such that the right model is used and RAN4 requirements met in all scenarios.
Observation 12	If switching is based on UE indications, then RAN4 requirements may be needed to ensure consistency in the UE indications.
Observation 13	Requirements on interruption time, activation time etc. may be needed for model switching.
Observation 14	There is a need to disentangle considerations on 2-sided model interoperability and training from testing.


Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN4 study (possibly on a per use-case basis) the expected generalizability and degradation expectation for deterministic algorithms fulfilling existing requirements.
Proposal 2	RAN4 contact and get a detailed understanding from RAN1 of how graceful the degradation of AI model performance with changing scenario parameters is expected to be for each of the use cases.
Proposal 3	Where AI degradation is not smooth with changing parameters (for an AI model not trained over a wide enough range of scenarios), RAN4 study possible mechanisms for testing generalizability.
Proposal 4	RAN4 study how to define requirements that could be monitored after deployment.
Proposal 5	RAN4 study whether lab-testing of a model prior to an update (possibly on target hardware) is feasible to ensure 3GPP compliance.
Proposal 6	RAN4 to consider whether model monitoring can be used to detect non-compliant model updates.
Proposal 7	RAN4 to liaise with RAN1 on model switching and study how to define requirements to ensure that compliance is maintained in all scenarios considering also switching.
Proposal 8	RAN4 study the impact on performance of compiling an abstract model onto specific hardware.
 

