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1. Introduction
This contribution provides some general views on testing aspects for the R18 study on AI/ML for the air interface, specifically with relation to LCM and datasets.
2. LCM & Model Monitoring
When considering LCM and how a model remains fit for purpose, it is important to monitor both the input for data drift and input/output relationship for concept drift. Which metrics should be used to quantify the detection of such drifts and whether they should be specified in 3GPP needs to be discussed to measure model QoS and longevity.
These capabilities help ensure the performance, reliability, and effectiveness of the models in deployment:
1. Data Quality Monitoring: The quality of input (In training and in Inference) is crucial to deliver the expected performance and accuracy.

2. Model/Data Drift Detection: Monitoring the statistical properties of data in deployment is important to measure and identify model degradation, and the need for model maintenance.

3. Anomaly Detection: Identifying unusual patterns in both input data and model predictions is important, to identify malicious behaviour, model degradation.

4. Model Explainability: For troubleshooting, transparency, and building trust in ML model’s behaviour.

Observation 1: Which metrics should be used to quantify the detection of data drift and concept drift and whether they should be specified in 3GPP needs to be discussed to measure model QoS and longevity.
Observation 2: Anomaly Detection and Drift Detection are fundamental for healthy ML-based systems, 3GPP needs to discuss in what form these elements should be part of a standardization discussion.
3. Test Datasets
Reference Datasets play an important role in ML research and development. In the ML community Reference datasets are established for:

1. Reproducibility
2. Transfer Learning
3. Accelerated Development
4. Performance Evaluation
5. Real-world ground-truth

3GPP should discuss solutions within the Telco industry to come up with the means to generate large scale reference datasets, in order to create a healthy ML ecosystem around Telco use-cases.

It is important that testing, certification, badging, etc doesn’t only rely on public datasets since this would make it possible to ‘study for the exam’. Allowing test datasets to be generated from a combination of rules/functions with some agreed assumptions/parameters and TR 38.901 channel models would seem in general to be a good approach, but the right Key Performance Indicators (KPIs) or Key Value Indicators (KVIs) need to be specified to ensure the gains of an AI/ML approach are accurately measured.
Observation 3: Reference datasets are important in ML, datasets in the Telco world are hard to come by, 3GPP needs to discuss in what form it should approach the establishment of reference datasets to accelerate the building of a healthy ML ecosystem around telco use-cases.
Observation 4: The right Key Performance Indicators (KPIs) or Key Value Indicators (KVIs) need to be specified to ensure the gains of an AI/ML approach are accurately measured.
4. Conclusion

Observation 1: Which metrics should be used to quantify the detection of data drift and concept drift and whether they should be specified in 3GPP needs to be discussed to measure model QoS and longevity.
Observation 2: Anomaly Detection and Drift Detection are fundamental for healthy ML-based systems, 3GPP needs to discuss in what form these elements should be part of a standardization discussion.
Observation 3: Reference datasets are important in ML, datasets in the Telco world are hard to come by, 3GPP needs to discuss in what form it should approach the establishment of reference datasets to accelerate the building of a healthy ML ecosystem around telco use-cases.
Observation 4: The right Key Performance Indicators (KPIs) or Key Value Indicators (KVIs) need to be specified to ensure the gains of an AI/ML approach are accurately measured.
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