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[bookmark: _Toc116995841]Introduction
[bookmark: _Hlk131281055]HST FR2 tunnel deployment is one of the key scenarios to be studied in the NR_HST_FR2_Enh WI [1]:
	· [bookmark: _Hlk130998496]Study on reference tunnel deployment scenario for FR2 HST and specify the channel model and corresponding core requirements if any [RAN4]



The enhanced RRM requirements for HST FR2 in tunnel deployments have been discussed in several RAN4 meetings, and the recent RAN4#106bis-e has reached agreements on the following important aspects [2]
	Sub-topic #2-1: Tunnel deployment
Issue 2-1-1: Deployment assumptions for Scenario#1
Agreement:
· Consider both uni-directional and bi-directional deployments in the tunnel for Sceanrio#1 (single-panel reception UE and DPS transition scheme).
Issue 2-1-2: Channel model inside the tunnel
Agreement:
· Continue the discussion of the channel models in the Demod track 
· Dmin and Ds agreed in the RRM session can be used for reference [R4-2220396]



However, some open issues were still kept open in WF [2] which need to be addressed including
· deployment assumptions at entrance/exit of the tunnel and channel 
· solutions for mobility issue in the tunnel 
In this paper, we share our views on these issues. Especially, we pay more attention to address the second bullet, i.e., mobility issue in the tune, since this problem has been discussed since RAN4#105 [3] but the consensus has not been achieved yet. In particular, we provide more detailed analysis for the existing options and also discuss new potential solutions for this issue. 
In addition, we also raise a question whether indication for tunnel deployment scenario is needed.

[bookmark: _Toc116995842]Discussion
Deployment assumptions at the entrance/exit of the tunnel
The deployment assumption at the tunnel entrance/exit is kept open in RAN4#107 WF [2]
	Issue 2-1-1: Deployment assumptions for Scenario#1
Way forward:
· FFS additional assumptions on tunnel deployment:
· Option 1: In uni-directional scenarios assume the at least one open-space RRH is deployed close to railway, e.g., with tunnel deployment parameters, and orientations of RRH panels are the same in open-space and in the tunnel.
Option 2: No need to taking exit/entrance of the tunnel into account of tunnel scenario and channel.



As analyzed in our previous paper [4], the LoS components of signal from the open-space RRH can be blocked by the tunnel outer surfaces. In the worst case when the open-space RRH follows Scenario B deployment parameters, the LoS signal can only travel up to tens of meters inside the tunnel. It is worth noting that the PDCCH which carries the HO command in practice is error prone in low SINR conditions. This implies that there are potentially radio link failure (RLF) and HO failure issue at the tunnel entrance if the HO is triggered at further distance behind the source RRH at the tunnel entrance in Uni-directional deployment when the train is travelling same direction as the beam orientation enters the tunnel.
Similar issue could occur at the tunnel exit when the train is travel opposite to beams orientation in which the UE/CPE may not see the signal from the target RRHs early enough to make the HO (assuming that the UE has some mechanism to do early HO).
Our analysis above was confirmed by the system simulation results reported in the accompanying paper [5], where we showed that the mobility failure rate increases if NLoS condition w.r.t. source transmit signal is considered tens to one hundred meters behind the target RRH.
We also pointed out that the issue is potentially solved by implementation solution, i.e., by deploying an open space RRH close the track next the tunnel entrance.
[bookmark: _Toc135077478]The mobility issue may occur at the tunnel entrance/exit due to the signal blockage caused by tunnel outer surface. Nevertheless, such issue can be resolved by deployment approach, i.e., by deploying an open space RRH close the track next the tunnel entrance. Therefore, new RRM requirements are not needed.
As the issue can be resolved by a deployment-based approach, new RRM requirements are not needed to be defined. However, since the deployment at the entrance/exit of the tunnel may cause mobility issue in realistic if enough attention is not paid, hence, we propose to capture this issue in the technical report dedicated for this WI. 
[bookmark: _Toc135077479]RAN4 to capture the assumption on deployments at the tunnel entrance/exit in the TR on HST FR2.

Mobility issues in tunnel deployment
RAN4#106bis-e kept discussing the potential solutions for the mobility issue seen in Uni-directional deployment inside the tunnel when the train is moving opposite to the serving beam orientation (so-called Uni-directional “Opp” deployment). However, the consensus has not yet been reached, and the following options are still open: 
	Issue 2-1-3: Solution to the mobility issue in the tunnel

Way forward:
a. FFS possible solution to the mobility issue inside the tunnel when CPE is travelling in the direction opposite to the serving beam:
· Option 2: Solutions that allow network to trigger early handover/beam switch
· Option 2a: Enabling CHO with special settings next to the RRH
· Option 3: UE-initiated beam selection/activation based on beam measurement
· Option 5: No need to introduce new mechanism for mobility issue when the train is travelling opposite to the serving beam orientation
· Option 6: Consider bi-directional deployment with simultaneous multi-panel reception in the tunnel scenario to alleviate the mobility issues.



We first highlighted that the Uni-directional “Opp” deployment will not work in the tunnel case.  Thus, solution for this issue needs to be defined to ensure mobility robustness inside the tunnel for different use cases (e.g., different train travelling direction).
Taking closer look to RSRP trace in Figure 1, one can see that the HO is triggered when the UE is right below RRH when there is no coverage from the source RRH as such a successful HO cannot be achieved, and the UE will stay outage until new cell selection is triggered.
[image: ]
[bookmark: _Ref134698707]Figure 1: RSRP trace when the train is approaching the serving RRH from the opposite direction of the serving beam
Therefore, there are in general two approaches which can potentially resolve the issue, i.e., either 
a. triggering early HO/beam switching: allows the UE connecting to the target beam before the quality of communication between the network and the UE gets worse or even lost, as such increases successful HO/beam switching rates. This means the HO/beam switch is forced to be executed before conventional triggering conditions (e.g., target cell/beam signal quality is an offset above that of the source) are met. This is the main ideas behind the solutions proposed in Option 2, 3 and 5. 

b. ensuring the sudden drop of signal level not happened, i.e., train is always served by the beams having orientation same with the train travelling direction. This can be done by selecting serving beam orientation according to the UE traveling direction by means of special deployment and/or configurations.

[bookmark: _Toc135077480]The mobility issues in the tunnel when the train is travelling opposite to the serving beam orientation can be solved by two approaches: a) triggering early HO/Beam switch (Option 2, 3 and 5); b) making the UE connecting only to the beam having the same orientation with travelling direction.

Triggering early HO/Beam switch
In principle, the HO/beam switch needs to be executed at a certain distance ahead the source RRH. The triggering distance should ensure that the HO/beam switching is done timely, i.e., not too late or too early.
Too early triggering may cause the issue that UE may suffer high interference from the old serving RRH (nearest RRH) when it changes to the new serving RRH (now further away). This leads to radio link failure (RLF) problem. Not that this RLF issue will become more severe in the two-track railway scenario when another train is traveling on the other direction. Triggering HO when the UE is still far from serving RRH may also cause the unnecessary ping-pong HO unless the conventional HO triggering condition is always bypassed. This is because the nearest RRH will become the best target in this case, and if the UE still see its strong RSRP for a long time, UE will be HO back to this RRH.  On the other hand, too late triggering obviously leads to the mobility failure. Similar issue is envisioned for inter-RRH beam switch.

System level simulation on HO triggering distance
We carried out system level simulation to further illustrate the impact of triggering distance to mobility performance. Specifically, Uni-directional “Opp” deployment in the tunnel is considered, and the HO is triggered based on the distance between the UE and the source RRH. Here, we assume CHO based mobility to minimize the latency of the HO process, and the CHO triggering condition is UE_distance_to_source < DistToCondHO. The following results show mobility performance with different DistToCondHO for different DRX cycles.[image: A picture containing text, screenshot, diagram, line
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[bookmark: _Ref134695101]Figure 2: Mobility performance with different HO triggering distance (DistToCondHO) and DRX cycles: (left) Inter-cell mobility failure rate; (right): Time-of-outage during due to low SINR.
Figure 2-(left) shows percentage of inter-cell mobility failure rate. It can be observed that too short triggering distance (e.g, 10m) may lead to high failure rate, especially when long DRX cycles are used. At the moderate triggering distances (~20-30m) and DRX cycles (< 40ms), there is no mobility failure observed. However, longer triggering distance (>=50 m) may cause higher failure rate. The reason is mainly due to the radio link problem as earlier HO means longer duration that the UE stays in low SINR condition. This can also be seen in Figure 2-(right) which shows the time-of-outage duration due to low SINR. In general, with longer triggering distance, the UE will move to the new cell earlier and spend longer duration at the area with low serving signal quality while having high interference. On the other hand, with short triggering distance, the time-of-outage duration due to low SINR is high with DRX cycles due to  longer time that the UE stays in the position without serving signal coverage.
To have better observation on the relation of SINR and triggering distance, we plot in Figure 3 the distribution of raw SINR values taken from CQI measurements. In general, longer triggering distance implies longer duration for lower SINR values. When longer DRX cycles are used, too short triggering distance may cause low SINR condition with higher probability.
In all results, one can see that high DRX cycle (e.g., above 80ms) may cause higher risk for the mobility since it causes high mobility failure rate and statistically achieves lower SINR compared to the lower DRX settings.  
[image: ][image: ]
[bookmark: _Ref134697846]Figure 3: SINR distribution versus the HO triggering distance (DistToCondHO): (left) DRX=0; (right) DRX=80
[bookmark: _Toc135077481]The system simulation results demonstrated that HO triggering distance have impacts to the mobility performance, i.e., too short triggering distance may still lead to high failure rate, while too longer triggering distance makes the UE staying longer in low SINR condition.
[bookmark: _Toc135077482]DRX cannot be use in tunnel deployment when the train is travelling opposite the serving beam orientation.
[bookmark: _Toc135077483]RAN4 to restrict the use of DRX in tunnel deployment.

Analysis of triggering conditions for early HO/beam switch
The common idea for triggering condition was either based on configuring a special offset for source and/or target signal quality, or the UE location relative to the source RRH, or combining these two factors.
If the triggering conditions are solely based on signal quality level (e.g., RSRP), there is a risk that the HO/beam switching may be triggered too early (i.e., when the train is still far from the source RRH) or too late (when the train is too close to the source RRH). This is because opting for a proper level threshold for the early triggering approach to always work as expected is challenging due to the fact that signal level is not only dependent on distance, but also on channel condition which keeps varying. For example, in Figure 1, -45dBm RSRP level can be seen at two different distances with 70m separation.  
[bookmark: _Hlk134607971]If the triggering conditions are solely based on the UE location relative to the source RRH, then a mechanism to correctly estimate the train distance to the source RRH is required. However, if such mechanisms based on the timing or frequency information, they are expected to be practically challenging. This is because those methods all require the knowledge of the train speed and inter-site distance for the calculation of the distance, whereas these factors are not always constant along the track in practice. Inaccurate distance estimation may lead to too early or too late HO/beam switching.
Combining both signal level and distance information in the triggering conditions will in general inherit the challenges seen in each approach. However, it may alleviate the need for highly accurate distance estimation and avoid points with high RSRP level but still far from the source RRH.
[bookmark: _Toc135077484]Triggering conditions based on signal quality level (RSRP, etc) may cause too early or too late HO/Beam switch due to impact of channel variation. Whereas, triggering conditions based on the UE location relative to the source RRH are practically challenging. Combining both signal level and distance information may alleviate the need for highly accurate distance estimation and avoid points with high RSRP level but still far from the source RRH.

Method for detection of early HO/beam switch triggering position
The conditions for triggering early HO/beam switch essentially need to ensure the proper triggering distance while being less independent to channel condition (if based on RSRP levels) and practically feasible (i.e., the UE speeds and inter-site distance, if triggering is based on distance). 
In the following, we specifically describe a method which is simple but may potentially provide more accurate detection a proper location to trigger the early HO/Beam switch early triggering distances. The idea is to rely on a special Tx beam deployment in which one additional Tx beam having different pointing angular direction with the current beam (assumed to be parallel to the track).  This additional beam will play the role to detect if the UE is approaching nearby the source RRH, e.g., when the UE is seeing this beam level (e.g., RSRP) higher enough. 
For example, the additional beam can have the main lobe pointing to area nearby source RRH (i.e., expected switching area which can be 5-10m from the source RRH) and used for the detection purposes. Intuitively, when the UE is still far from the source RRH, the RSRP level of the main beam will be larger than the detection-assisted beam. When the UE is approaching the source RRH, the RSRP level of the detection assistance beam will increase and become comparable or even surpass the main-serving beam level at some point. By tracking the level difference between the two beams, the network and/or the UE can be aware whether HO/switch should be triggered. 


Since the two beams are generated from the same antenna array, they share similar properties (e.g, power, directivity) and propagate to the UE via the same channels (if SSB measurement period is short enough), except that their beamforming gains to a specific pointing position on the track are different. This means the RSRP level difference between the beams is expected to be independent to the channel condition (if SSB measurement period is short), and highly correlated to the distance between the UE and source RRHs which allows for estimating accurate UE position. 
[bookmark: _Toc135077485]By deploying an additional beam for assisting the detection the UE location, and by tracking the level difference between the main and the detection-assisted beams, the network/UE may potentially estimate accurately the UE position towards the source RRH and based on that triggering timely the HO/beam switching.
[bookmark: _Toc135077486]RAN4 to consider the method for early CHO/beam switching method in which additional beam is deployed for assisting the detection of the UE location.

Selecting the serving Tx beam direction
[bookmark: _Hlk134702036]Alternative to early triggering HO/beam switching, the mobility issue inside the tunnel can be resolved by the network deployments, i.e., configuring the UE to always connect to the Tx beam having orientation same with the train travelling direction.
This approach can only be done with Bi-directional deployment since the RRHs will provide coverage to both sides which can serve the UE coming from either direction. Note that, this option does not fully achieve the gain of bi-directional deployment as the number of RRHs is doubled but the UE is still served by the RRH from one side only. However, this option can be acceptable if the ensuring robustness mobility is seen critical in the case when the train moving opposite to the serving beam inside the tunnel.


In general, there are two implementation approaches that can be used
a. Option 1: network to configure tunnel-RRHs not to transmit the beam pointing opposite to the train moving directions.  Since each RRH can determine the train movement direction (based on previous serving RRH/cell) and configure measurements of serving RRH beams and UE measurement of target RRH. Therefore, the serving RRH can inform the target RRHs about the direction and duration of beams that need to be activated. The target RRHs are then apply the configuration provided by the source RRH and broadcasting the beams. 
Note that the configuration is transparent to the UE. However, this approach is seen infeasible for two-track railway scenario when two trains are travelling in opposite direction as one train will not be served.
b. Option 2: different to Option 1, network to still configure tunnel RRHs to transmit all the beams in both directions, but configure the UE to measure only the same-direction beam. 
[bookmark: _Toc135077487]RAN4 to consider, alternative to early triggering HO/beam switch, implementation-based solution using bi-directional deployment in which the UE is configured to always connect to the Tx beam having orientation same with the train travelling direction.

Indication for tunnel scenario
When the UE is entering the tunnel from the open space where the network has Scenario B deployment, indication to the UE is needed so that the UE can at least apply the right set of RRM requirements, e.g., reducing the Rx sweeping factor). 
On the other hand, the discussion on the solution for mobility issue in the tunnel is ongoing. If later a special configuration or new requirements would be defined for such problem, then an indication may be needed as a trigger for dedicated mobility configurations in the tunnel.
Furthermore, we notice that long DRX cycles should not be used for HST FR2 in some case even in the open space, especially when the train is moving opposite to the serving beam orientation. In the tunnel case, as shown in the above simulation results Figure 2, long DRX cycle (DRX=160ms) may not be usable even with a mechanism to trigger early HO. Therefore, restriction on DRX values may be needed for the tunnel case as such requiring some indication.
[bookmark: _Toc135077488]Indication for tunnel deployment may be needed to instruct the UE applying relevant RRM requirements, trigger specific mobility configuration inside the tunnel or to inform the UE about restriction/applicability (e.g., on DRX cycles) rule in the tunnel.
One option for tunnel indication could be to reuse from Rel-17 flags, e.g., highSpeedMeasFlagFR2-r17, ENUMERATED {set1}  as the tunnel deployment shares similar mobility behaviors with Scenario A. However, this indication can only instruct the UE to use set1 scaling factors. If new RRM/Demod requirements or restriction/applicability rule specific for the tunnel case would be agreed, then new tunnel indication is required.
[bookmark: _Toc135077489]RAN4 to discuss if indication for tunnel deployment is needed.

[bookmark: _Toc116995848]Conclusion
In this paper we gave our views on the assumption for deployment at the entrance and exit of the tunnel. Furthermore, we have also provided more detailed analysis supported by simulation results on existing solutions for the mobility issue seen in the tunnel when the train is travelling opposite to the beam orientations. Two new approaches which potentially resolve the mobility challenges were also proposed. We also discussed the need of indication dedicated for tunnel scenario.
In the paper, the following Observations and Proposals were made:
Observation 1: The mobility issue may occur at the tunnel entrance/exit due to the signal blockage caused by tunnel outer surface. Nevertheless, such issue can be resolved by deployment approach, i.e., by deploying an open space RRH close the track next the tunnel entrance. Therefore, new RRM requirements are not needed.
Proposal 1: RAN4 to capture the assumption on deployments at the tunnel entrance/exit in the TR on HST FR2.
Observation 2: The mobility issues in the tunnel when the train is travelling opposite to the serving beam orientation can be solved by two approaches: a) triggering early HO/Beam switch (Option 2, 3 and 5); b) making the UE connecting only to the beam having the same orientation with travelling direction.
Observation 3: The system simulation results demonstrated that HO triggering distance have impacts to the mobility performance, i.e., too short triggering distance may still lead to high failure rate, while too longer triggering distance makes the UE staying longer in low SINR condition.
Observation 4: DRX cannot be use in tunnel deployment when the train is travelling opposite the serving beam orientation.
Proposal 2: RAN4 to restrict the use of DRX in tunnel deployment.
Observation 5: Triggering conditions based on signal quality level (RSRP, etc) may cause too early or too late HO/Beam switch due to impact of channel variation. Whereas, triggering conditions based on the UE location relative to the source RRH are practically challenging. Combining both signal level and distance information may alleviate the need for highly accurate distance estimation and avoid points with high RSRP level but still far from the source RRH.
Observation 6: By deploying an additional beam for assisting the detection the UE location, and by tracking the level difference between the main and the detection-assisted beams, the network/UE may potentially estimate accurately the UE position towards the source RRH and based on that triggering timely the HO/beam switching.
Proposal 3: RAN4 to consider the method for early CHO/beam switching method in which additional beam is deployed for assisting the detection of the UE location.
Proposal 4: RAN4 to consider, alternative to early triggering HO/beam switch, implementation-based solution using bi-directional deployment in which the UE is configured to always connect to the Tx beam having orientation same with the train travelling direction.
Observation 7: Indication for tunnel deployment may be needed to instruct the UE applying relevant RRM requirements, trigger specific mobility configuration inside the tunnel or to inform the UE about restriction/applicability (e.g., on DRX cycles) rule in the tunnel.
Proposal 5: RAN4 to discuss if indication for tunnel deployment is needed.
[bookmark: _Toc116995849]
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